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I. INTRODUCTION 

Inverse synthetic aperture radar (ISAR) plays an important 

role in space target observation and recognition by providing 

two-dimensional images of targets in all kinds of weather, as 

well as in day and night conditions [1]. ISAR image registration 

enables the analysis of target performance and behavior. By 

comparing the registered images from different views, research-

ers can monitor changes in the target’s structure, track its 

movements, and study its dynamics. This information is valuable 

for understanding the target’s capabilities, mission objectives, 

and operational patterns. 

There are many methods for optical image registration and 

synthetic aperture radar image registration, such as normalized 

cross-correlation (NCC) [2], scale invariant feature transform 

(SIFT) [3], speeded up robust feature (SURF) [4], and a 

plethora of emerging deep learning methods [5]. However, it is 

difficult to migrate these methods directly into the ISAR field 

due to the different imaging mechanisms and imaging scenarios 

involved. The main differences can be summarized as follows: 

 Limited information in ISAR images: Unlike optical images 

characterized by rich texture and gradient information and 

SAR images with richly detailed scenes, ISAR images usually 

involve several scatterers on a manmade target. In ISAR im-

ages, the most significant information is typically related to 

the brightness or reflectivity of the target, which is represent-

ed by the amplitude of the scatterers in an image. 

 Low signal-to-noise ratio (SNR) in ISAR images: The com-

plex electromagnetic scattering characteristics of the target, 

radar system errors, and translation compensation errors in-

volved in practical imaging degrade image quality and reduce 

image SNR. 

Research on ISAR image registration has mainly focused on 

the processing of three domains: signal, frequency, and image. 

Kang et al. [6] proposed a method for ISAR image registration in 

the signal domain, using raw echo data from different receive an-
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Abstract 
 

Inverse synthetic aperture radar (ISAR) image registration enables the analysis of target dynamics by comparing registered images from 

different viewpoints. However, it faces significant challenges due to various factors, such as the complex scattering characteristics of the 

target, limited availability of information, and additive noise in ISAR images. This paper proposes a novel ISAR image registration meth-

od based on line features. It integrates information from both dominant scatterers and the target’s outer contour to detect lines. According 

to the consistency principles of multiple lines in rotation and translation, line features from different ISAR images are matched. Simulta-

neously, the results of the feature matching are utilized to guide the parameter configuration for optimizing the image registration process. 

Comparative experiments illustrate the advantages of the proposed method in both feature extraction and registration feasibility. 
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tennas to estimate the time-varying angular motion and compen-

sate for the jointly translational motion to ultimately align the 

range and cross-range directions. Tang et al. [7] used the Fourier-

Merlin transform to carry out phase conjugate multiplication in 

the frequency domain based on the Fourier theorem to achieve 

ISAR image registration. Furthermore, Gao et al. [8] utilized the 

correlation coefficient as a similarity measure to estimate align-

ment parameters. Meanwhile, Adel et al. [9] combined SIFT [10] 

and SURF [11], based on point features, to achieve image regis-

tration. However, in these methods, some meaningless noise 

points are often extracted as feature points, resulting in unstable 

performance. Since most space targets feature linear structures 

(e.g., solar panels and rectangular cavities), line features can be 

used to solve this problem, since they are more reliable and are less 

affected by the glinting or defocusing caused by scatterers. 

There are many ways in which lines can be detected. The 

Hough transform (HT) [12] is a popular line detection tech-

nique that converts image space into parameter space, where 

lines are represented as points. However, it is computationally 

expensive and sensitive to parameter settings. Almazan et al. [13] 

proposed a probabilistic algorithm to detect lines and thereby 

improve the sensitivity of parameters, but it required large la-

beled datasets. Line segment detection (LSD) [14] is another 

commonly used method for line detection that is based on gra-

dient information that does not rely on HT. Line segment 

merging (LSM) [15] is an upgraded version of the LSD that 

applies additional post-processing steps to merge overlapping 

line segments or remove redundant ones. Notably, line detection 

is often preceded by contour extraction, which helps segment 

foreground objects from the background, allowing for more ac-

curate and focused line detection. However, the discontinuity 

and defocusing caused by scatterers in ISAR images may lead to 

the extraction of only a coarse contour, which can in turn de-

grade the performance of the line detection algorithm and lead 

to large errors in the registration results. 

This study proposes a line feature-based ISAR image regis-

tration method that exhibits enhanced robustness against image 

degradation caused by noise, secondary reflections, and system 

errors. The proposed registration process involves line feature 

detection, feature matching, and parameter estimation. In par-

ticular, feature matching is accomplished by utilizing the spatial 

relations of line features between the reference image and the 

sensed image. Furthermore, the registration parameters are es-

timated by minimizing the sum of the Euclidean distances be-

tween the line features. Additionally, the accuracy of line detec-

tion in the LSM is improved by employing relevant techniques, 

such as image enhancement, contour extraction, and scatterer 

fitting. Moreover, the efficiency of parameter estimation is op-

timized by implementing the Snake Optimization (SO) [16] 

algorithm, which dynamically adjusts its search strategy and 

parameters, demonstrating solid capabilities in global explora-

tion, robustness, and adaptability. 

The remainder of this paper is organized as follows: Section 

II analyses the transform model for ISAR images from different 

perspectives, Section III introduces the proposed line feature 

detection and matching method, Section IV demonstrates the 

parameter estimation process of the ISAR image registration 

method, Section V provides the different experimental results to 

validate the efficacy of the proposed method, and Section VI 

presents the conclusions of this study. 

II. REGISTRATION MODEL OF ISAR IMAGE SEQUENCES 

This section of the study uses a monostatic scenario as a ref-

erence point to analyze the relationship between the different 

viewpoints of ISAR images.  

The ISAR imaging geometry is depicted in Fig. 1, where 𝑇  represents the inertial coordinate system and 𝑇  is 

the imaging coordinate system at the k-th moment. Further-

more, 𝑋  and 𝑌  represent the Doppler and range axes of 

imaging, respectively. 𝑍  is the normal vector of the imaging 

plane and elos  stands for the unit vector from the radar to the 

target. Notably, the relative motion of the targets with respect to 

the radar can be divided into translation and rotation. Transla-

tion must be compensated for before azimuth compression [17], 

while rotation is usually retained for ISAR imaging. Assuming ωlos  represents the line of sight (LOS) rotation and ω  re-

fers to the target self-rotation, the effective rotation vector can 

be formulated as:  
 ω = elos [(ω + ωlos ) elos ]. (1)
 

Furthermore, assuming translation compensation [18] is 

complete, the target motion can be considered equivalent to an 

ideal turntable model at a coherent processing time, as shown in 

Fig. 2. 

 

Fig. 1. ISAR imaging geometry. 
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On considering the coordinates of scatterer Q on the target at 

the initial time as (𝑥 , 𝑦 ) and the range of the target center as 𝑅 , the instantaneous distance of Q from the radar can be ap-

proximated as: 
 𝑅(𝑡) −𝑦 cos (𝜔𝑡) + 𝑥 sin (𝜔𝑡) + 𝑅 . (2)
 

Here, c denotes the speed of light, B is the bandwidth, 𝜔 re-

fers to the effective target speed, and the coherent processing 

time is 𝑡 . Furthermore, the range resolution is 𝜂 = 𝑐/2𝐵 

and the azimuth resolution is 𝜂 = 𝜆/2𝜔𝑡 . According to 

the range-Doppler image algorithm, the position of Q relative 

to the center of the ISAR image can be obtained as follows: 
 𝑌(𝑡) = − 𝑅(𝑡) − 𝑅𝜂 , 

(3)
 𝑋(𝑡) = 1𝜂 𝑑𝑅(𝑡)𝑑𝑡 . 

(4)
 

Substituting Eq. (2) into Eqs. (3) and (4), the coordinates of Q 

in the image can be rewritten in the form of the following matrix: 
 𝑋(𝑡)𝑌(𝑡) = cos (𝜔𝑡) −sin (𝜔𝑡)sin (𝜔𝑡) cos (𝜔𝑡) 𝑥 /𝜂𝑦 /𝜂 . 

(5)
 

Furthermore, on considering the image I  corresponding to 𝑡  as the sensed image, and the image I  corresponding to 𝑡  

as the reference image, the position relationship of scatterer Q in 

these two images can be expressed as: 
 𝑋(𝑡 )𝑌(𝑡 ) = R(𝑡 )R (𝑡 ) 𝑋(𝑡 )𝑌(𝑡 ) =cos 𝛾 −sin 𝛾sin 𝛾 cos 𝛾 𝑋(𝑡 )𝑌(𝑡 ) , (6)
 

where 𝛾 = 𝜔(𝑡 − 𝑡 ).  

However, offsets between images might still remain because 

of the errors introduced during the delay and the compensation 

process [19]. Therefore, supposing that the relative offset vector 

of the centers is p = [𝑎, 𝑏], the transformation matrix can be 

expressed as: 
 𝑋(𝑡 )𝑌(𝑡 )1 = cos 𝛾 −sin 𝛾 𝑎sin 𝛾 cos 𝛾 𝑏0 0 1 𝑋(𝑡 )𝑌(𝑡 )1 =R p0 1 𝑋(𝑡 )𝑌(𝑡 )1 . 

(7)
 

The relationship between the same lines in the two images 

can be obtained in the same way. In this context, it is worth not-

ing that, due to target scattering properties, noise, and low image 

quality, it is difficult to accurately determine the length of the 

lines. To address this, the direction angle and the vertical dis-

tance from the origin of the image to the line were utilized to 

describe a line, namely L = [𝜌, 𝜃], as shown in Fig. 2. Therefore, 

the position vector, which indicates the vertical distance vector 

from 𝑂  to line L, can be formulated as: 
 r = [−𝜌sin 𝜃 𝜌cos 𝜃] . (8)
 

Notably, the direction vector of line L is: 
 n = [cos 𝜃 sin 𝜃] . (9)
 

Therefore, the relationship between line L in the two images 

can be expressed as follows: 
 r − pn = R rn , (10)
 

where r  and n  represent the position vector and direction 

vector in image I , respectively, while r  and  n  denote the 

position and direction vectors in image I . 

III. LINE FEATURE DETECTION AND MATCHING 

ISAR images are collections of points, with the edge of the 

images being discontinuous. As a result, traditional automatic 

feature extraction methods present considerable challenges for 

ISAR images. In this section, the LSM algorithm is improved 

upon to extract line features from ISAR images, thus aiding in 

the subsequent image registration process. 

 

1. Image Preprocessing 

Preprocessing, such as image enhancement and edge detection, 

is often necessary to improve the robustness of line detection. 

Considering that ISAR images are characterized by the pres-

ence of several strong scatterers, the weak scatterers in the images 

may become less distinguishable. To address this issue, the con-

trast of the ISAR images used in this study was adjusted to en-

 

Fig. 2. An ideal turntable model. 
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hance the visibility of weak scatterers, thereby preserving more 

target details. In addition, morphological image processing meth-

ods [20, 21] were implemented to connect adjacent points and 

obtain a complete contour. Finally, the outer contour [22] was 

extracted utilizing a typical edge detection operator, Canny [23]. 

Although the outer contour exhibited gaps or deviations from 

the natural target boundary, possibly resulting from the altera-

tions caused in the target’s area during the dilatation process, it 

was still able to offer valuable indications regarding the spatial 

position of the lines. 

 

2. Line Detection 

LSM is well known for its efficiency and accuracy. The LSM 

process primarily comprises scale-space analysis, gradient calcu-

lation, line support region estimation, line validation, line prun-

ing, and line mergence. Notably, the possibility of LSM will be 

further investigated in the experimental section of this study. In 

this paper, the outer contour image was used as the input for the 

LSM to extract coarse line features L = [𝜌, 𝜃]. 
In this context, it should be noted that during the course of 

this process, the outer contour errors were transmitted into the 

line errors. For example, the LSM result presented in Fig. 3 ex-

hibits a gap between the LSM results and the natural edge of 

the target. To address this problem, the CLEAN technique [24] 

was employed to pick up dominant scatterers from the entire 

image and filter the scatterers located close to L = [𝜌, 𝜃]. Fol-

lowing this, the discrete scatterers were fitted to improve the 

accuracy of the LSM results. The following is a detailed descrip-

tion of the process adopted in this study for filtering scatterers 

and calculating line parameters. 

Assuming 𝑃 (𝑥 , 𝑦 ) is the 𝑗-th dominant scatterer of the tar-

get and L = [𝜌 , 𝜃 ] is the ℎ-th line feature, the distance be-

tween 𝑃  and L  can be estimated using the following equation: 
 𝑑 , = tan (𝜃 )𝑥 − 𝑦 + 𝜌 1 + tan  (𝜃 )1 + tan  (𝜃 ) . 

(11)
 

To calculate the distance between scatterer 𝑃  and the other lines, 

and obtain an H-dimensional vector, d = [𝑑 , , 𝑑 , , … , 𝑑 , ], 

where H denotes the number of lines. Subsequently, the association 

of 𝑃  with a specific line can be determined based on an appropri-

ate threshold 𝜀 = 𝜎|𝜂 − 𝜂 |, where 𝜂  and 𝜂  are the dila-

tion parameters involved in image preprocessing. Notably, 𝜎 can 

adjust the threshold value to affect the sensitivity of the association. 

If min (d ) 𝜀 , 𝑃  is considered to belong to the associated 

line, or it is excluded otherwise. Notably, the index of min 𝑑  represents the line located closest to 𝑃 . 

After classification, the dominant scatterers in the same group 

can be linearly fitted. Assuming there are W points in the ℎ-th 

group, with each point e represented as (𝑥 , 𝑦 ), the corre-

sponding coefficient matrix after fitting will be: 
 

F = 𝑥  𝑥𝑥 𝑊  𝑥 𝑦 𝑦 . 
(12)

 

Subsequently, the fitted line L = [𝜌 , 𝜃 ] can be obtained. 

Furthermore, the parameters 𝜌  and 𝜃  can be formulated as: 
 �̃� = 𝑦 − F (1)𝑥 − F (2)1 + [F (1)] , 

(13)
 �̃� = arctan [F (1)]. (14)
 

3. Line Feature Matching 

In image registration, establishing a corresponding relation-

ship between line features is a primary task. For this purpose, the 

current study implemented a novel feature matching strategy to 

identify corresponding lines between two images based on geo-

metric constraints. The initial stage of this feature matching 

process involved grouping based on angle information, while 

subsequent stages focused on matching the lines within the 

same group by ensuring consistency in the distance between 

them. The details of this process are as follows: 

Step I: Categorize the lines with similar orientations into groups 

based on their angle parameters 𝜃. For instance, assume 

that I  (the sensed image) and I  (the reference image) 

are divided into M and N groups.  

Step II: Calculate the average angle of each group to attain �̅� , 

where 𝑚 ∈ [1,2, … , 𝑀]. 
Step III: Calculate the angle difference ∆�̅� , = �̅� − �̅�  

between each group of I  and I . Store ∆�̅� ,  in a 

M×N matrix G . 

Step IV: Analyze the statistical properties of G  and identify 

the correct match with the highest vote rate by apply-

ing a clustering algorithm. Then identify the approx-

imate rotation parameter 𝛾 . 

 

 

Fig. 3. LSM results. 
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Step V: Rotate I  using 𝛾  as I . 

Step VI: Determine the intersection point of any two lines in 

the same image. Assuming 𝑞 ,  is the intersection 

point of L  and L , the coordinates (𝑋 , , 𝑌 , ) of 𝑞 ,  can be calculated as follows: 
 

𝑋 , = −𝜌 1 + tan  𝜃 + 𝜌 1 + tan  (𝜃 )tan 𝜃 − tan (𝜃 ) , 
(15)

 𝑌 , = 𝜌 tan 𝜃 + tan  (𝜃 ) − 𝜌 tan (𝜃 ) + tan  𝜃tan 𝜃 − tan (𝜃 ) . (16)

 

Remove any intersection points falling beyond the range of 

image I  and store the remaining intersection points in the set Q . Similarly, generate Q  for image I . 

Step VII: Choose one point from each point set (Q  and Q ) to 

calculate the distance vector formed by the two points. 

Record the distance vectors to create a matrix G  

while iterating through all the intersection points. 

Step VIII: Perform cluster analysis on the distance vectors in G  to identify the most frequent occurrences, ulti-

mately completing the line matching. 

After correctly matching the intersection points, the average 

distance vector of the intersection point pairs can be approximat-

ed as the translation vector p = [𝑎 , 𝑏 ] between two images.  

The key steps of the feature matching process are presented 

in the flowchart depicted in Fig. 4. 

IV. PARAMETER ESTIMATION BASED ON LINE FEATURES 

This section presents the results achieved using the SO algo-

rithm to estimate the image registration parameters. Taking 𝛾  

as the initial rotation angle and p = [𝑎 , 𝑏 ] as the initial 

translation vector, the angle, range, and cross-range offset can be 

defined as Δ𝛾, Δ𝑎, and Δ𝑏. Therefore, the refined values can be 

considered as follows: 
 �̂� = 𝑎 + Δ𝑎�̂� = 𝑏 + Δ𝑏�̂� = 𝛾 + Δ𝛾 . 

(17)

 

Furthermore, by substituting Eq. (17) into Eq. (10), the trans-

formed line feature of L  can be formulated as: 
 �̂� , = �̃� , + �̂�, (18)

 �̂� , (�̂�, �̂�, �̂�) =�̃� , + �̂� + �̂� + 2�̃� , �̂�sin �̂� , + �̂�cos �̂� , , (19)

where �̂� ,  represent the angle of the ℎ-th line in I  after 

transformation and �̂� ,  denotes the distance from the origin 

to the ℎ-th line. Consequently, the new position vector r̂ ,  of ℎ-th line in I  can be obtained. 

The cost function is crucial for an optimization algorithm 

that guides optimization processes. In this study, the sum of the 

Euclidean distance between the position vectors of the lines was 

utilized as the cost function to measure the degree of image 

alignment. Therefore, assuming there are 𝐻  pairwise line 

features, the cost function can be expressed as follows: 
 

𝑓 �̂�, �̂�, �̂� =     r̂ , − r , . 
(20)

 

Notably, a minimum value of the cost function indicates that 

the two concerned images are well aligned. To improve efficien-

cy, this study used SO to calculate the optimal solution for 𝛾, 𝑎, 

and 𝑏. 

V. EXPERIMENTS 

To validate the superiority of the proposed method, different 

experiments were performed in three parts. The first part is con-

cerned with proving the effectiveness of the proposed ISAR image 

registration method for simulated ISAR images, while the second 

part presents comparisons of the accuracy of different feature de-

tection, optimization, and registration methods for ISAR applica-

tions using real measured images. In the last part, the robustness of 

the proposed method is analyzed through error analysis. 

 

 

Fig. 4. Flowchart for feature matching. 
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1. Effectiveness Validation 

To validate the effectiveness of the proposed method, a num-

ber of experiments were carried out on simulated ISAR images, 

with the space target being RADARSAT-2, whose three-

dimensional model is available in [25], as depicted in Fig. 5. The 

radar was set at Beijing (39.9 N, 116.4 E, 0 m), and the satellite 

two-line orbital element parameters were based on a set of public 

data available in the public satellite database [26]. The simulated 

images were generated using the range-Doppler algorithm. The 

main parameters of the ISAR imaging radar are listed in Table 1. 

Two specific imaging times were selected from the observa-

tion views, as shown in Fig. 6. The ISAR images corresponding 

to the two views are presented in Fig. 7. In this context, it 

should be emphasized that the rectangular solar panels in both 

images are projected as lines, displaying limited information. 

Additionally, the reference image depicts an occurrence in 

which a solar panel obstructs the SAR antenna. 

The line results detected by the proposed extraction method 

are depicted in Fig. 8, while the specific parameters of each line 

are listed in Table 2.  

After feature matching, 12 association pairs were obtained—L , L , , L , L , , L , L , , L , L , , L , L , , L , L , , L , L , , L , L , , L , L , , L , L , , L , L , , and L , L , . Despite some obvious occlusions, the line features 

could be correctly matched. Most importantly, feature matching 

yielded the following rough register parameters: 𝑎 = 0.6438, 𝑏 = 0.3985, and 𝛾 = −11.5629°.  

 
Fig. 5. Three-dimensional model of RADARSAT-2. 
 

Table 1. Optimized dimensions of the 1 × 4 array 

Parameter Value 

Bandwidth 1.25 GHz 

Center frequency 10 GHz 
Range resolution 0.12 m 

Cross-range resolution 0.12 m 

Pulse repetition frequency 100 Hz 

 

 
Fig. 6. The corresponding LOS parameters. 

 
 

 

(a) (b)

Fig. 7. Simulated ISAR images of RADARSAT-2: (a) reference im-

age and (b) sensed image. 

 

 
 

(a) (b)

Fig. 8. Feature extraction results from the contours: (a) reference image 

and (b) sensed image. 

 

Table 2. Details of the extracted lines 

h
Reference image  Registration image�̂� , (°) �̂� , (pixel)  �̂� ,  (°) �̂� , (pixel)

1 -86.4261 916.0495  -73.6682 1,057.3776

2 -86.4796 930.1488  -74.1118 1,058.9111

3 -86.9952 576.8552  37.2110 920.3972

4 -86.2272 728.5355  -13.2725 925.9346

5 -85.8718 792.2517  35.4692 862.7557

6 24.8210 647.9276  -73.5892 1,013.8455

7 22.2410 486.4924  -26.6260 972.5338

8 18.1381 791.7010  -11.1237 935.7176

9 -86.3520 991.4765  -74.1940 730.6426

10 -41.8396 908.5218  40.8972 864.1083

11 -25.0343 792.1271  -74.9215 862.7557

12 24.0169 913.0905  -74.0297 1,013.8455

13 - -  38.8298 730.3151
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In subsequent optimization algorithms, the search range of Δ𝑎 

and  Δ𝑏 were set to [-100,100], while Δ𝛾 was set to [-3,3]. 

Table 3 lists the estimated register parameters, while Fig. 9 depicts 

the registration results obtained by overlaying the two images—

the one before and the one after registration. It is observed that 

although the main body and the solar panel are well aligned, the 

SAR antenna presents an alignment error caused by a projection 

difference between the two imaging planes. 

 

2. Comparison Experiments 

Comparison experiments were conducted using real measured 

ISAR images obtained from the laboratory's official website [27] 

(@ Fraunhofer FHR). The experiments were carried out in a 

Windows 10 Professional environment using Intel Core i7-

1165G7 processors with 2.80 GHz speed and 16.0 GB RAM, 

while the codes were implemented in MATLAB R2021a. 

 

2.1 Comparison of line feature extraction methods 

The line detection results had a significant effect on the accu-

racy of the image registration. In particular, the results of three 

different line detection methods were compared based on the 

outer contour of the real measured ISAR images shown in Fig. 

10(a). The line features extracted by conducting HT and LSM 

are presented in Fig. 10(c) and 10(b), respectively, in which the 

parameters of the distance merge while the shortest length limit 

of a line is the same. Notably, the HT results show more than 

two lines near certain areas. In both results, the lines do not fit 

the actual edges of the target, indicating failed ISAR image reg-

istration. In contrast, the result obtained using the proposed line 

detection method, presented in Fig. 10(d), shows that the line 

features align well with the target boundary, highlighting that it 

is more suitable and effective than both HT and LSM. 

 

2.2 Comparison of optimization algorithms 

An experiment was conducted to compare the efficiency of 

particle swarm optimization (PSO) [28] and SO under the 

same configuration. The iterate time was set to 200, and the 

parameters related to the learning rate in the SO and PSO were 

reduced to 0.6 times.  

Fig. 11(a) shows the cost function value for each iteration. It 

can be observed that the PSO quickly converges to reach a local 

optimum. Additionally, the variation curves of the absolute reg-

ister errors in terms of the number of iterations during the itera-

tive process are shown in Fig. 11(b), 11(c), and 11(d). It is evi-

dent that the parameter estimation accuracy of the SO is better 

than that of the PSO. Furthermore, the time consumption of 

PSO and SO was 0.0488 seconds and 0.0324 seconds, respec-

tively. 

 

2.3 Comparison of different registration methods 

To verify the superiority of the proposed method, real 

measured ISAR images featuring the same target were first ob-

tained. Subsequently, the results of the proposed method were 

compared with those obtained using SIFT and artificial bee 

colony by carrying out normalized cross correlation (ABC-

NCC) [29], with mutual information (MI) [30], normalized 

image correlation (NIC), and algorithm runtime as the perfor-

mance indicators. The results are listed in Table 4, while the 

two overlapped images generated by the experiment are depict-

  

(a) (b) (c) (d)

Fig. 10. Comparison of different line extraction methods: (a) outer contour, (b) HT, (c) LSM, and (d) the proposed method. 

Table 3. Registration results of the simulated images 

Parameter True value Estimated value Error

a (pixel) 10 10.1273 0.1273

b (pixel) 10 10.2250 0.2250𝛾 (°) -12 -11.9074 -0.0926

 

 
 

(a) (b) 

Fig. 9. Comparison of overlapped simulated images before and after 

registration: (a) initial and (b) register. 
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ed in Fig. 12. It is evident that the proposed method is both fast 

and accurate. Fig. 12(d) shows that the main body in the image 

obtained using the proposed method almost overlaps with the 

real measured one, although the tail is displaced due to second-

ary reflections. 

Moreover, a different space object was also employed for im-

age registration. The estimated register parameters are listed in 

Table 5, and the two overlapped images are presented in Fig. 13. 

It can be observed that the image produced by the proposed 

registration process successfully aligns with the target solar panel 

and accurately captures the change in the position of the SAR 

antenna. 

3. Robustness Analysis 

To further analyze the robustness of the proposed method, 

1,000 Monte Carlo simulations were conducted using different 

SNRs. Under the same scatterer model and mapping parame-

ters, the SNR range was set as 10–30 dB, while the step size was 

considered 2 dB. Fig. 14(a), 14(c), and 14(e) present the mean 

error (ME) of the range offset, cross-range offset, and rotation 

of the images at different SNRs, respectively. Furthermore, Fig. 

14(b), 14(d), and 14(f) present the root mean square error 

(RMSE) of the range offset, cross-range offset, and rotation, 

respectively. The results show that the proposed method is more 

robust than SIFT and ABC-NCC, especially with regard to the 

rotation angle estimation, which reached the order of 0.001. In 

Table 5. Comparison with the different registration methods applied 

to real measured images of ENVISAT 

Method SIFT ABC-NCC Proposed  

method

a (pixel) -114.0813 -61.2005 -53.8905

b (pixel) 420.1666 35.9135 79.0147𝛾 (°) -16.6820 -12.4281 -16.9270

MI 0.0376 0.2970 0.2748 

NIC 0.0040 0.6446 0.4810 

Time (s) 59.7761 69.0775 18.1011 

  

(a) (b) (c) (d)

Fig. 12. Comparison of different methods for registering real measured images of the spacecraft: (a) initial, (b) SIFT, (c) ABC-NCC, and (d) the 

proposed method. 

Table 4. Comparison of the proposed method with the different regis-

tration methods applied to real measured images of the 

spacecraft 

Method SIFT ABC-NCC Proposed  

method

a (pixel) 121.0021 4.2485 4.0324

b (pixel) 119.9711 2.9892 3.7270𝛾 (°) -13.6137 -15.1116 -15.0958

MI 0.0399 0.3364 0.3370 

NIC 0.0916 0.7481 0.7449 

Time (s) 15.4480 45.9330 10.3697 

  

(a) (b) (c) (d)

Fig. 11. Comparison of the optimization algorithm results: (a) cost function, (b) angle errors, (c) range errors, and (d) cross-range errors.
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fact, the main reason for the large errors observed in SIFT or 

ABC-NCC was that they were based on point or area features, 

while the ISAR images were noisy and sparse. 

VI. CONCLUSION 

In this paper, a line features-based ISAR image registry 

method is proposed. First, a transformation model that incorpo-

rated both translational and rotational components was built, 

after which the traditional LSM was initially applied to detect 

the rough line features of the target contour. Subsequently, scat-

terers located in close proximity to the rough line features were 

fitted to refine and adjust the line features. The pairwise corre-

spondence between the lines was examined using their spatial 

relations. Finally, considering the sum of the Euclidean distanc-

es between the lines as the cost function, the SO algorithm was 

employed to obtain precise parameters for ISAR image registra-

tion. The experimental results confirmed the effectiveness of the 

proposed algorithm in the ISAR image registration of different 

targets. Compared to existing methods, the proposed line fea-

tures exhibited stronger robustness against noise and changes in 

image, as well as higher uniqueness and stability in matching, 

thereby improving the accuracy of the registration algorithms. 
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I. INTRODUCTION 

Buried target detection and imaging have been topics of in-

terest for various military and security applications. In particular, 

ground-penetrating radars (GPR) have proven to be useful in 

detecting landmines and threat devices buried in the ground [1–

5]. Unlike targets in free space, buried targets are typically im-

mersed in dielectric media, which are often lossy and inhomo-

geneous. Moreover, the occurrence of coupling between un-

wanted objects or multiple scatterers adds further complexity, 

rendering the detection of buried targets difficult. As a result, 

various techniques have been proposed to improve the perfor-

mance of buried target detection and GPR [6–13]. 

Even when using advanced processing techniques, targets 

with a small radar cross section (RCS), especially when they are 

buried, are difficult to detect. Notably, buried threat devices, such 

as improvised explosive devices (IEDs) and bombs, often com-

prise non-metallic materials, thereby producing small RCS.  

However, many such devices contain small electronic compo-

nents that are largely used to control detonation, among other 

functions. In this context, by utilizing nonlinear detection, the 

difficulty of detecting small RCS buried targets can possibly be 

alleviated. In other words, taking advantage of the nonlinear 

characteristics of the semiconductor junctions in electronics, 

harmonic radar can be implemented to detect the harmonic 

responses scattered from these "nonlinear targets" with mall 

RCS, which are otherwise difficult to detect [14–17]. Since 

harmonic radars are designed to only receive nonlinear (har-

monic) responses from targets, linear responses (clutter and oth-

er unwanted signals) are inherently suppressed. Such properties 

of harmonic radars are well suited for improving the perfor-

mance of buried target detection, i.e., detecting targets contain-

ing small electronic devices. 

When detecting buried targets, a multistatic system can be 

used to effectively improve detection accuracy, as it can appro-

priately deal with weak target signals in a lossy medium [3, 18–
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21]. Using signal processing algorithms, the signals collected by 

an antenna array in a multistatic manner can be used to provide 

images of targets. In particular, the decomposition of the time-

reversal operator (DORT) technique has been widely used in 

various detection scenarios using an array-based system [22–32]. 

DORT allows for the separation of multiple detected targets 

through the eigenvalue decomposition (EVD) of the time-

reversal operator in the multistatic response matrix, thus provid-

ing the information necessary for selective focusing/imaging of 

each detected target. For this reason, DORT has been used for 

the detection and imaging of multiple buried targets [23, 25, 27, 

31]. Recently, the use of DORT for nonlinear target detection 

has also been proposed [28, 30, 32], which demonstrated the 

accurate detection of nonlinear targets in the presence of linear 

scatters. However, the use of DORT-based techniques for bur-

ied nonlinear target detection has yet to be reported. 

The reported capabilities of DORT for detecting buried and 

nonlinear targets make it a suitable candidate for buried nonlin-

ear target detection. Therefore, this paper proposes and demon-

strates array-based buried nonlinear (harmonic) target detection 

using DORT. The performance of the proposed approach was 

verified through numerical simulations and measurements of 

various test cases involving buried nonlinear targets. 

II. PROPOSED APPROACH 

A general scenario of the proposed approach for the detection 

of buried nonlinear targets is illustrated in Fig. 1, where it is 

considered that both linear and nonlinear targets may exist in a 

buried environment. An antenna array is used to generate mul-

tistatic responses from the probed environment, which are then 

processed using DORT for the detection and focusing/imaging 

of the targets. Here, the antenna array can be configured into a 

monostatic array, where the same array is used to transmit (Tx) 

and receive (Rx) signals, or a bistatic array, where separate Tx 

and Rx arrays are used. 

DORT is an array-based detection processing technique that 

separates detected targets and extracts information on their lo-

catio’ns in terms of their eigenvalues and the corresponding ei-

genvectors through EVD [22]. In the case of an array with N 

elements, the time-domain monostatic/bistatic responses collec-

tively make up an N×N multistatic matrix M 𝑡 . Each matrix 

element of M 𝑡 , namely 𝑚 , 𝑡 , represents the response be-

tween the jth Tx and ith Rx antenna element pair. Therefore, in 

the presence of P scatterers, 𝑚 , 𝑡  can be expressed in terms 

of the scattered response from the pth scatterer, 𝑠 , 𝑡 , and the 

Green’s function between the scatterer and the ith receive anten-

na, 𝑔 , 𝑡 . This can be expressed as follows: 
 𝑚 , 𝑡 𝑠 , 𝑡 ∗ 𝑔 , 𝑡 , 

(1)
 

where * denotes convolution. To account for the responses from 

both linear and nonlinear targets, 𝑠 , 𝑡  can be expressed us-

ing a power series, as follows: 
 𝑠 , 𝑡 𝑐 𝑓 𝑡 ∗ 𝑔 , 𝑡 , 

(2)
 

where 𝑓 𝑡  is the transmit pulse and 𝑔 , 𝑡  represents the 

Green’s function between the pth scatter and jth Tx antenna. For 

linear targets, scattering only occurs in the fundamental band of 𝑓 𝑡 , which means that 𝑐  is nonzero only for k = 1. In con-

trast, in the case of nonlinear targets, the scattered responses 

contain the harmonic bands of 𝑓 𝑡 , resulting in nonzero 𝑐  

for all values of k. Here, we are only interested in receiving the 

nonlinear responses in the second harmonic band, that is, only 

the portion of 𝑚 , 𝑡  corresponding to k = 2, namely 𝑚 , 𝑡 , 

will be received and processed. Therefore, by receiving and pro-

cessing only the second harmonic content, the linear responses 

(clutter) are inherently suppressed. 

DORT processing can then be applied to M ω , which re-

fers to the frequency domain version of M 𝑡 . The time-

reversal operator T ω  can be defined as follows: 
 T ω M ω M ω , (3)
 

where † denotes the Hermitian conjugate corresponding to the 

time reversal in the frequency domain. The eigenvalues and ei-

genvectors can be extracted through EVD of T ω  which can 

be expressed as: 
 T ω U ω Λ ω U ω , (4)
 

where Λ ω  is a diagonal matrix containing the eigenvalues 𝜆  and U ω  is a unitary matrix containing the eigenvectors. 

Ideally, each nonzero eigenvalue should correspond to each de-

tected nonlinear target, while the associated eigenvectors should 

 

 

Fig. 1. Buried nonlinear target detection using an array-based system 

and DORT. 
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represent the phase-conjugated Green’s functions between the 

array elements and target. This implies that the detected targets 

and their information can be separated in terms of their eigen-

structure. The EVD of T ω  can be done by means of the 

singular value decomposition of M ω , since T ω  is a 

Hermitian matrix [28]. 

Once the detected targets are separated by implementing EVD, 

a set of signals that can be backpropagated for selective focusing 

(imaging) of each target can be determined. Therefore, for the ith 

target, the backpropagation signals can be represented as follows: 
 k ω σ ω v ω , (5)
 

where σ ω  is the singular value (𝜎 𝜆 ) and v ω  is 

the eigenvector. Therefore, each element of k ω  corresponds 

to the signal fed into the array elements for selective focusing on 

the nth target. Subsequently, by taking the inverse Fourier trans-

form of Eq. (5) (over the second harmonic band), the time-

domain backpropagation signals, k 𝑡 , can be obtained, which 

can then be virtually fed into the antenna array to generate fo-

cused waves at the location of the corresponding target. 

In the following sections, the detection and location of buried 

nonlinear targets utilizing the aforementioned approach are 

demonstrated through numerical simulation and measurements. 

III. NUMERICAL SIMULATIONS AND MEASUREMENTS 

To validate the proposed approach, a buried nonlinear target 

detection environment was set up, as shown in Fig. 2, compris-

ing an acrylic box (30 cm × 30 cm × 30 cm) filled with dry sand 

(𝜀 3), and two separate antenna arrays for Tx and Rx. For 

the transmit signal, a Gaussian pulse with a center frequency of 

3.1 GHz and a bandwidth of 200 MHz was used. The array 

elements were antipodal Vivaldi antennas (40 mm × 60 mm × 

1.6 mm), as shown in Fig. 3(a). The reflection coefficient of the 

Vivaldi antenna is shown in Fig. 3(b), where the impedance 

bandwidth covers both the fundamental and second harmonic 

bands. The spacing of the array elements was set to 0.81𝜆 , 

with 𝜆  being the wavelength at 6.2 GHz (2nd harmonic) in 

the sand. This spacing was determined by accounting for the 

transmit and receive frequencies—3.1 GHz and 6.2 GHz, re-

spectively—as well as the potential presence of grating lobes and 

mutual coupling between the Tx and Rx arrays [28]. A planar 

bowtie structure (22.6 mm × 26 mm × 1.2 mm) was used to 

represent the linear and nonlinear targets, where a resistor and 

Schottky diode were used as their terminations, respectively. 

Since the purpose of this experiment was to demonstrate the 

feasibility of the proposed approach, a canonical shape, such as 

bowtie, that allows for sufficient scattering over a wide band-

width, including the fundamental and second harmonic bands, 

was considered to be a good choice for the test target. 

The performance of the proposed approach in the aforemen-

tioned test environment was examined by carrying out numeri-

cal simulation and measurements. The numerical simulation 

was performed using SEMCAD X [33]. The measurement 

setup is depicted in Fig. 2. On the Tx-end, a high-speed arbi-

trary waveform generator is used as the signal source, followed 

by a power amplifier. In addition, a band pass filter (3–3.2 

GHz) is connected to suppress any self-generated harmonics 

occurring before transmitting through the Tx antenna. On the 

Rx-end, a band pass filter (5.6–7.0 GHz) is placed behind the 

Rx antenna, followed by a low noise amplifier to effectively am-

plify the received target harmonic responses for an oscilloscope 

to directly sample and capture them for signal processing. 

Measurements were performed for each Tx–Rx element pair to 

collect each 𝑚 , 𝑡  at a time, which were then arranged into M 𝑡  in the processing. The power level of the transmit pulse 

was set to 0.5 W (27 dBm). For nonlinear target detection, it is 

important to use sufficient transmit power to excite harmonic 

responses from nonlinear targets. The nonlinear detection range 

 

Fig. 2. Block diagram and experimental setup for buried nonlinear 

target detection. 
 

(a) (b)

Fig. 3. (a) Fabricated Vivaldi antenna and (b) reflection coefficient 

(|S11|) of the Vivaldi antenna. 
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is determined by the parameters, such as the transmit power and 

nonlinear RCS, that constitute the nonlinear radar equation, the 

details of which can be found in [15, 17].  

Fig. 4 illustrates three representative target configurations—

Case 1 involves a single buried nonlinear target, Case 2 involves 

linear and nonlinear buried targets, and Case 3 involves two 

nonlinear buried targets. 

For Case 1, as shown in Fig. 4(a), a single nonlinear target was 

placed 25 cm below the surface, slightly to the right of the center. 

Based on the results of the DORT processing, the extracted ei-

genvalues from the simulated and measured data are shown in Fig. 

5(a) and 5(b), respectively. The presence of the nonlinear target is 

confirmed by the dominant eigenvalue 𝜆 𝜔  in the second 

harmonic band, which can be verified in Fig. 5 for both the simu-

lation and measurement. Fig. 6(a) and 6(b) show the imag-

ing/focusing results for the simulated and measured cases, respec-

tively. The backpropagation signals are generated using v 𝜔  

and σ 𝜔 , based on Eq. (5). Note that the backpropagated 

waves are virtually generated using the numerical model in SEM-

CAD X for both cases. The images in Fig. 6 correspond to the 

time instance at which the backpropagated waves focus on the 

location of the nonlinear target, indicating that the nonlinear tar-

get is properly detected and located using the DORT processing. 

For Case 2, a nonlinear target was buried 25 cm below the sur-

face, slightly to the right of the center, while a linear target was 

placed 23.5 cm below the surface, slightly to the left of the center. 

Fig. 7(a) and 7(b) show the extracted eigenvalues from the simulat-

ed and measured data, respectively. Even in the presence of the 

linear target, only one dominant eigenvalue could be extracted in 

the second harmonic band, indicating that only the nonlinear target 

was detected as a result of harmonic detection since the linear target 

did not generate any harmonics. The imaging/focusing results for 

the simulated and measured cases are shown in Fig. 8(a) and 8(b), 

respectively. It is evident that the nonlinear target is properly de-

tected and located even in the presence of a linear target nearby. 

For Case 3, the same target locations as those in Case 2 were re-

tained, but both targets were nonlinear targets. The extracted ei-

genvalues from the simulated and measured data are shown in Fig. 

9(a) and 9(b), respectively. The presence of two nonlinear targets 

was confirmed by two significant eigenvalues, 𝜆 𝜔  and 𝜆 𝜔 , 

appearing in the second harmonic band, indicating that both non-

linear targets were properly detected and separated in the eigen-

structure. The backpropagation signals for each target were then 

generated using v 𝜔  and v 𝜔 , as well as the corresponding σ 𝜔  and σ 𝜔 . The selective focusing/imaging results of each 

nonlinear target are shown in Fig. 10. For each target, focusing of 

the backpropagated waves takes place at the target location, with 

the simulated and measured results in close agreement. This verifies 

that multiple buried nonlinear targets can be properly detected, 

separated and selectively located, using DORT. 

(a) (b) 

Fig. 5. Extracted eigenvalues for Case 1 from (a) simulated data and (b) measured data.

(a) (b) (c)

Fig. 4. The three representative buried target cases tested: (a) Case 1, 

single nonlinear target, (b) Case 2, a nonlinear target and a lin-

ear target, and (c) Case 3, two nonlinear targets. 

 

(a) (b)

Fig. 6. Backpropagation (imaging/focusing) results for the detected 

nonlinear target in Case 1 on using (a) the simulated and (b) 

measured data.
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IV. EFFECTS OF TARGET ORIENTATION 

The simulated and measured results described in the previous 

section were obtained with the array antenna and the bowtie 

target facing each other directly. To test the effects of target 

orientation on detection performance, simulation was conduct-

ed by rotating the target about its center from 0° to 90°, as 

shown in Fig. 11(a). The imaging/focusing results for the four 

simulated cases, as shown in Fig. 11(b), highlight that the back-

propagated waves remain properly focused on the location of 

the nonlinear target even when the array antenna and target do 

not face each other directly. This is primarily due to the bowtie 

structure exhibiting an omnidirectional pattern, which minimiz-

es the influence of the target orientation. However, in practical 

(a) (b) 

Fig. 7. Extracted eigenvalues for Case 2 from (a) simulated data and (b) measured data.

(a) (b) 

Fig. 9. Extracted eigenvalues for Case 3 from (a) simulated data and (b) measured data. 
 

   

  
(a) (b) 

Fig. 10. Backpropagation (imaging/focusing) results for the detected nonlinear target in Case 3 on using (a) the simulated and (b) measured data. 

Note that backpropagation was performed for each of the two detected nonlinear targets.

(a) (b) 

Fig. 8. Backpropagation (imaging/focusing) results for the detected 

nonlinear target in Case 2 on using (a) the simulated and (b) 

measured data. 
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scenarios in which realistic targets may be various electronic 

devices exhibiting more angle-dependent scattering patterns, a 

detailed analysis on the influence of target orientations would be 

important for accurately predicting the detection performance of 

the proposed approach. 

V. CONCLUSION 

This paper proposes and validates the application of har-

monic detection and DORT processing for detecting buried 

nonlinear targets. Through simulation and measurements in a 

test environment, the detection and location of buried nonlin-

ear targets were verified for various configurations, demon-

strating the feasibility of the proposed approach for detecting 

buried small electronic devices, which are typically difficult to 

detect. The results of this study merit further investigation 

into the proposed technique, which holds good potential for 

application in areas where the detection of small buried non-

linear devices is crucial, such as security, military and biomedi-

cal applications. 

 

This research was supported by the National Research Foun-
dation (NRF) of Korea (Grant No. NRF 2020R1F1A1072238).

REFERENCES 

[1] P. Chaturvedi and R. G. Plumb, "Electromagnetic imaging 

of underground targets using constrained optimization," 

IEEE Transactions on Geoscience and Remote Sensing, vol. 60, 

no. 8, pp. 551-561, 1995. https://doi.org/10.1109/36.387572 

[2] S. Lambot, E. C. Slob, I. van den Bosch, B. Stockbroeckx, and M. 

Vanclooster, "Modeling of ground-penetrating radar for accurate 

characterization of subsurface electric properties," IEEE Trans-

actions on Geoscience and Remote Sensing, vol. 42, no. 11, pp. 2555-

2568, 2004. https://doi.org/10.1109/TGRS.2004.834800 

[3] T. Counts, A. C. Gurbuz, W. R. Scott, J. H. McClellan, and K. 

Kim, "Multistatic ground-penetrating radar experiments," IEEE 

Transactions on Geoscience and Remote Sensing, vol. 45, no. 8, pp. 

2544-255, 2007. https://doi.org/10.1109/TGRS.2007.900677 

[4] L. Li, A. E. C. Tan, K. Jhamb, and K. Rambabu, "Buried 

object characterization using ultra-wideband ground pene-

trating radar," IEEE Transactions on Microwave Theory and 

Techniques, vol. 60, no. 8, pp. 2654-2664, 2012. https:// 

doi.org/10.1109/TMTT.2012.2198235 

[5] A. Gharamohammadi, F. Behnia, and R. Amiri, "Imaging 

based on correlation function for buried objects identifica-

tion," IEEE Sensors Journal, vol. 18, no. 18, pp. 7407-7413, 

2018. https://doi.org/10.1109/JSEN.2018.2859170 

 

(a)

 

(b)

Fig. 11. (a) Four buried single nonlinear target cases for examining the influence of target orientation and (b) backpropagation (imaging/focusing) 

results for the detected nonlinear target in each case.



JOURNAL OF ELECTROMAGNETIC ENGINEERING AND SCIENCE, VOL. 24, NO. 3, MAY. 2024 

232 
   

  

[6] A. Van Der Merwe and I. J. Gupta, "A novel signal pro-

cessing technique for clutter reduction in GPR measure-

ments of small, shallow land mines," IEEE Transactions on 

Geoscience and Remote Sensing, vol. 38, no. 6, pp. 2627-2637, 

2000. https://doi.org/10.1109/36.885209 

[7] U. Boniger and J. Tronicke, "Subsurface utility extraction and 

characterization: combining GPR symmetry and polariza-

tion attributes," IEEE Transactions on Geoscience and Remote 

Sensing, vol. 50, no. 3, pp. 736-746, 2012. https:// 

doi.org/10.1109/TGRS.2011.2163413 

[8] R. Solimene, A. Cuccaro, A. Dell’Aversano, I. Catapano, and 

F. Soldovieri, "Ground clutter removal in GPR surveys," 

IEEE Journal of Selected Topics in Applied Earth Observations 

and Remote Sensing, vol. 7, no. 3, pp. 792-798, 2014. https:// 

doi.org/10.1109/JSTARS.2013.2287016 

[9] K. R. Krueger, J. H. McClellan, and W. R. Scott, "Efficient al-

gorithm design for GPR imaging of landmines," IEEE Trans-

actions on Geoscience and Remote Sensing, vol. 53, no. 7, pp. 4010-

4021, 2015. https://doi.org/10.1109/TGRS.2015.2388786 

[10] J. Xiao and L. Liu, "Suppression of clutters caused by peri-

odic scatterers in GPR profiles with multibandpass filter-

ing for NDT&E imaging enhancement," IEEE Journal of 

Selected Topics in Applied Earth Observations and Remote 

Sensing, vol. 10, no. 10, pp. 4273-4279, 2017. https:// 

doi.org/10.1109/JSTARS.2017.2752163 

[11] M. Moalla, H. Frigui, A. Karem, and A. Bouzid, "Applica-

tion of convolutional and recurrent neural networks for 

buried threat detection using ground penetrating radar da-

ta," IEEE Transactions on Geoscience and Remote Sens-

ing, vol. 58, no. 10, pp. 7022-7034, 2020. https:// 

doi.org/10.1109/TGRS.2020.2978763 

[12] D. Kumlu and I. Erer, "GPR clutter reduction by robust or-

thonormal subspace learning," IEEE Access, vol. 8, pp. 74145-

74156, 2020. https://doi.org/10.1109/ACCESS.2020.2988333 

[13] D. Kumlu, "GPR image recovery effect on faster R-CNN-

based buried target detection," Journal of Electromagnetic 

Engineering and Science, vol. 22, no. 5, pp. 591-598, 2022. 

https://doi.org/10.26866/jees.2022.5.r.127 

[14] R. O. Hstger, "Harmonic radar systems for near-ground in-

foliage nonlinear scatterers," IEEE Transactions on Aero-

space and Electronic Systems, vol. 12, no. 2, pp. 230-245, 1976. 

https://doi.org/10.1109/TAES.1976.308301 

[15] G. J. Mazzaro, A. F. Martone, and D. M. McNamara, "Detec-

tion of RF electronics by multitone harmonic radar," IEEE 

Transactions on Aerospace and Electronic Systems, vol. 50, no. 1, pp. 

477-490, 2014. https://doi.org/10.1109/TAES.2013.120798 

[16] A. Mishra and C. Li, "A review: recent progress in the de-

sign and development of nonlinear radars," Remote Sens-

ing, vol. 13, no. 24, article no. 4982, 2021. https:// 

doi.org/10.3390/rs13244982 

[17] S. Y. Oh, K. H. Cha, H. Hong, H. Park, and S. K. Hong, 

"Measurement of nonlinear RCS of electronic targets for 

nonlinear detection," Journal of Electromagnetic Engineering 

and Science, vol. 22, no. 4, pp. 447-451, 2022. https:// 

doi.org/10.26866/jees.2022.4.r.108 

[18] A. J. Devaney, "Time reversal imaging of obscured targets 

from multistatic data," IEEE Transactions on Antennas and 

Propagation, vol. 53, no. 5, pp. 1600-1610, 2005. https:// 

doi.org/10.1109/TAP.2005.846723 

[19] Y. Xie, B. Guo, L. Xu, J. Li, and P. Stoica, "Multistatic adaptive 

microwave imaging for early breast cancer detection," IEEE 

Transactions on Biomedical Engineering, vol. 53, no. 8, pp. 1647-

1657, 2006. https://doi.org/10.1109/TBME.2006.878058 

[20] M. Ambrosanio, M. T. Bevacqua, T. Isernia, and V. Pascazio, 

"Performance analysis of tomographic methods against ex-

perimental contactless multistatic ground penetrating ra-

dar," IEEE Journal of Selected Topics in Applied Earth Obser-

vations and Remote Sensing, vol. 14, pp. 1171-1183, 2020. 

https://doi.org/10.1109/JSTARS.2020.3034996 

[21] A. Aljurbua and K. Sarabandi, "Detection and localization of 

buried pipelines using a 3-D multistatic imaging radar," IEEE 

Transactions on Geoscience and Remote Sensing, vol. 60, article no. 

2003710, 2021. https://doi.org/10.1109/TGRS.2021.3131913 

[22] C. Prada and M. Fink, "Eigenmodes of the time reversal 

operator: a solution to selective focusing in multiple-target 

media," Wave Motion, vol. 20, no. 2, pp. 151-163, 1994. 

https://doi.org/10.1016/0165-2125(94)90039-6 

[23] G. Micolau, M. Saillard, and P. Borderies, "DORT meth-

od as applied to ultrawideband signals for detection of 

buried objects," IEEE Transactions on Geoscience and Re-

mote Sensing, vol. 41, no. 8, pp. 1813-1820, 2003. https:// 

doi.org/10.1109/TGRS.2003.814139 

[24] J. L. Robert, M. Burcher, C. Cohen-Bacrie, and M. Fink, 

"Time reversal operator decomposition with focused 

transmission and robustness to speckle noise: application to 

microcalcification detection," The Journal of the Acoustical 

Society of America, vol. 119, no. 6, pp. 3848-3859, 2006. 

https://doi.org/10.1121/1.2190163 

[25] M. E. Yavuz and F. L. Teixeira, "Full time-domain DORT 

for ultrawideband electromagnetic fields in dispersive, ran-

dom inhomogeneous media," IEEE Transactions on Anten-

nas and Propagation, vol. 54, no. 8, pp. 2305-2315, 2006. 

https://doi.org/10.1109/TAP.2006.879196 

[26] M. E. Yavuz and F. L. Teixeira, "Ultrawideband microwave 

sensing and imaging using time-reversal techniques: a re-

view," Remote Sensing, vol. 1, no. 3, pp. 466-495, 2009. 

https://doi.org/10.3390/rs1030466 

[27] T. Zhang, P. C. Chaumet, E. Mudry, A. Sentenac, and K. 

Belkebir, "Electromagnetic wave imaging of targets buried in 

a cluttered medium using a hybrid inversion-DORT meth-



SONG and HONG: DETECTION OF BURIED NONLINEAR TARGETS USING DORT  

233 

  
 

od," Inverse Problems, vol. 28, no. 12, article no. 125008, 2012. 

https://doi.org/10.1088/0266-5611/28/12/125008 

[28] J. M. Faia, Y. He, H. S. Park, E. Wheeler, and S. K. Hong, 

"Detection and location of nonlinear scatterers using 

DORT applied with pulse inversion," Progress in Electro-

magnetics Research Letters, vol. 80, pp. 101-108, 2018. 

https://doi.org/10.2528/PIERL18092605 

[29] S. K. Hong, "Effects of target resonances on ultrawide-

band-DORT," Journal of Electromagnetic Waves and Appli-

cations, vol. 32, no. 13, pp. 1710-1732, 2018. https:// 

doi.org/10.1080/09205071.2018.1467284 

[30] S. K. Hong and H. S. Park, "Embedded resonances for dis-

crimination of multiple passive nonlinear targets applicable to  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Young Jin Song 
https://orcid.org/0009-0008-7330-8483 

received his B.S. degree in electronic engineering 

from Soongsil University, Seoul, South Korea, in 

2022, and is currently pursuing his combined 

M.S./Ph.D. degree in electronic engineering at 

Soongsil University. His research interests include 

nonlinear radars and wireless power transfer. 

 

 

 

 

 

 

 

 

 

 

 

 

DORT," Progress in Electromagnetics Research M, vol. 81, pp. 

31-42, 2019. http://dx.doi.org/10.2528/PIERM19021703 

[31] D. H. Chambers, "Application of DORT to multistatic 

GPR data," in SPIE Defense and Commercial Sensing, Ana-

heim, CA, USA, 2020 [Online]. Available: https:// 

www.osti.gov/servlets/purl/1634895. 

[32] K. Cha, H. S. Park, and S. K. Hong, "Nonlinear through-

the-wall detection using DORT applied with LFM puls-

es," IEEE Antennas and Wireless Propagation Letters, vol. 22, 

no. 6, pp. 1331-1335, 2023. https://doi.org/10.1109/LAWP. 

2023.3241637 

[33] SPEAG, "SEMCAD X," 2018 [Online]. Available: http:// 

speag.swiss/products/semcad/overview/. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Sun K. Hong 
https://orcid.org/0000-0002-3794-3171 

received his B.S. degree in electrical engineering 

from the University of Maryland, College Park, MD, 

USA, in 2005, and his M.S. and Ph.D. degrees in 

electrical engineering from Virginia Tech, Blacks-

burg, VA, USA, in 2008 and 2012, respectively. 

From 2005 to 2015, he was a research engineer with 

the U.S. Naval Research Laboratory, Washington, 

DC, USA, where he was involved in research related 

to time-domain techniques in electromagnetics, nonlinear electromagnetic 

interaction, radars, electro-magnetic scattering, high power microwave 

(HPM) applications, and antennas. From 2015 to 2017, he was an assistant 

professor in the Department of Electrical and Computer Engineering, 

Rose-Hulman Institute of Technology, Terre Haute, IN, USA. Since 2017, 

he has been with Soongsil University, Seoul, South Korea, where he is 

currently an associate professor at the School of Electronic Engineering. 

His current research interests include wave-front control techniques, wire-

less power transfer, EM waves in complex propagation environments, de-

tection of nonlinear devices, radars, high-power electromagnetics, and 

antennas. 

https://doi.org/10.1109/LAWP.2023.3241637


234 

 
 

I. INTRODUCTION 

In the field of electronic warfare, the use of various array an-

tenna systems capable of beamforming over a wide bandwidth 

using high-power radiation has been gradually increasing [1‒3]. 

Such systems are often necessary in critical electronic warfare 

systems, such as high-power jammers, long-range radars, and 

target direction-finding systems, which play key roles in estab-

lishing a superior electromagnetic spectrum environment [4‒6]. 

For example, broadband jammers used in avionics warfare typi-

cally operate within the frequency range of 1–18 GHz, while 

long-range radars used in ground stations function within the 

2–4 GHz range [7]. Furthermore, direction-finding systems for 

detecting unauthorized transmitters often operate in the 1–40 

GHz range. Since these high-power broadband systems are 

usually mounted on an aircraft, vehicle, or ground base station, 

which offers limited mounting space, a small-sized array anten-

na that satisfies wide bandwidth operations is required. Various 

types of broadband antennas, such as a ridged horn, an antipodal 

Vivaldi, and a log periodic dipole array (LPDA), have been ex-

tensively studied for use in these systems [8, 9]. Furthermore, in 

terms of power efficiency, an array antenna system that can form 

various shapes of beam patterns by adjusting the magnitude and 

phase of individual antenna elements is crucial [5, 10‒15]. 
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This paper investigates various array beam shapes for high-power electronic warfare applications using an actual broadband array antenna. 

For use in a limited mounting space, a compact printed log periodic dipole array (LPDA) operating over a wide bandwidth is designed. 
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the results are compared with those of beam shapes using ideal isotropic patterns. The results demonstrate that various beam shapes can 

be achieved for high-power electronic warfare applications using the AEPs of an actual array antenna. 
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Therefore, beam synthesis studies have been conducted primari-

ly for wireless communication and wireless power transmission 

applications [16, 17]. Recently, it has been applied to specific 

electronic warfare situations. For example, a flat-top beam can 

be used to uniformly transmit signals to a number of systems, 

cosecant-squared beams can be employed for air-to-ground 

scanning, and an iso-flux beam can be used at high altitudes to 

transmit uniform power to the ground. However, most studies 

have yielded only theoretical beam synthesis results, assuming 

that the array elements are ideal isotropic sources. In actual array 

antennas, each antenna element has different radiation patterns 

with mutual couplings. As a result, unexpected performance 

degradations, such as phase changes in antenna ports, reduction 

of radiation gain, and distortion in the radiation pattern, are 

observed in many cases. These problems also lead to distorted or 

unintended results pertaining to synthesized array beam shapes. 

Therefore, it is necessary to identify and study methods that can 

help obtain various beam shapes for specific purposes by ac-

counting for the different radiation patterns and mutual cou-

plings of each array element. 

In this paper, various array beam shapes for high-power elec-

tronic warfare applications are derived using an actual broad-

band array antenna. For high-power arrays to be applied in a 

limited mounting space, a compact printed LPDA operating 

over a wide bandwidth is designed. To confirm the broadband 

characteristics of the designed antenna, the LPDA is fabricated, 

and its antenna performances, such as reflection coefficients and 

radiation patterns, are measured in a full anechoic chamber. The 

LPDA is then extended to an 8 × 1 array, and the active element 

patterns (AEPs) of the individual elements, considering their 

mutual couplings, are obtained by conducting measurements as 

well as simulations. Following this, after adjusting the weights of 

each AEP, beam synthesis within the guided mask is performed 

by the superposition of several array patterns with different 

steering angles and amplitudes. To derive synthesized array 

beam shapes that closely resemble the guided mask, the Taylor 

window weighting method is applied to each array pattern. Fi-

nally, beam synthesis for a flat-top beam, a cosecant-squared 

beam, and an iso-flux beam is performed using the Taylor win-

dow-weighted AEPs. The results are then compared with those 

of the beam shapes using ideal isotropic patterns, ultimately 

demonstrating that various beam shapes for high-power elec-

tronic warfare, such as the flat-top beam, the cosecant-squared 

beam, and the iso-flux beam, can be achieved using the AEPs of 

the actual array antenna. 

II. DESIGN AND MEASUREMENT OF THE BROADBAND 

LPDA AND ITS ARRAY 

1. Broadband LDPA 

Fig. 1 presents the geometry of the proposed compact 

LPDA for high-power broadband beamforming applications. 

The LPDA element was optimized to satisfy broadband char-

acteristics operating within the 2–5 GHz range and boresight 

gain of more than 3 dBi for high-power beamforming systems, 

which typically allow limited antenna mounting space. The 

optimized antenna was printed on an FR-4 substrate (𝜀r = 4.3, 

tanδ = 0.018) to minimize the dimensions of length ls, width 

ws, and thickness ts, as shown in Fig. 1(a)–1(c). In the LPDA 

design, a total of 13 dipole elements were employed to realize 

high directivity and broadband characteristics, which would 

help attain the various beam shapes required in electronic war-

fare systems. Each dipole element was designed considering a 

geometric ratio 𝜏 and an apex angle 𝛼, as expressed using 

equations as follows: 

 

(a) (b) (c) (d) 

Fig. 1. Geometry of the proposed antenna: (a) top view, (b) bottom view, (c) side view, and (d) isometric view of the array antenna.
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𝜏 = 𝑙 ( )𝑙 = 𝑋𝑋 , 
(1)

 𝛼 = tan 𝑙𝑋 . 
(2)

 

As shown in Fig. 1(a) and 1(b), the geometric parameters of 

length la1 and width wa1 of the longest element determined the 

lowest operating frequency to be 2 GHz. Subsequently, the oth-

er elements were sequentially designed with regard to the geo-

metric ratio 𝜏. Notably, lan refers to the length of the nth dipole 

element, while the length of the (n+1)th element can be given by 𝜏∙lan. The position parameter Xn was then calculated in the same 

way. Meanwhile, the length la13 and width wa13 at position X13 

were designed to cover the highest operating frequency of 5 

GHz. Furthermore, the relation between the length lan and loca-

tion Xn of the dipoles was determined by the apex angle 𝛼 in 

Fig. 1(b). The boom located at the center of the substrate was 

designed to feed the dipole elements with a width of wb and 

length of ls. Notably, the dimensions of an LPDA, as determined 

by the two design factors (𝜏 and 𝛼), have a significant impact 

on broadband impedance-matching characteristics. The opti-

mized design parameters, the detailed values of which are listed 

in Table 1, were obtained using the CST Studio Suite EM sim-

ulation software (http://www.cst.com). The single LPDA ele-

ment was then extended to an 8 × 1 linear array configuration, 

maintaining array spacing of λ/2 at 4 GHz to synthesize vari-

ous beams for electronic warfare purposes, as shown in Fig. 1(d). 

It is quite obvious that array antennas equipped with a large 

number of elements have an advantage in beam synthesis due to 

the narrow half-power beam width (HPBW) of the array pat-

tern [18‒21]. However, there are some disadvantages as well—

the array system should be bulky and heavy. To compensate for 

these disadvantages, this study derived the beam synthesis per-

formance using only eight elements of the LPDA that exhibited 

high gain and broadband characteristics. 

Fig. 2(a) presents a photograph of the fabricated single 

LPDA, which shows that the proposed antenna is directly fed 

by an SMA connector at the top of the boom. Fig. 2(b) illus-

trates the extended 8 × 1 array in the x-axis, along with the pro-

posed LPDA. The eight array elements were fixed at exact posi-

tions by a multi-layered, lightweight Styrofoam jig. Fig. 3 pre-

sents the reflection coefficients with regard to the LPDA boom 

width wb. It is observed that when wb is 4 mm, the reflection is 

less than ‒10 dB in the 1.7–5 GHz range. 

 

2. LDPA Array 

Fig. 4 presents the measured and simulated active reflection 

coefficients (ARCs) of Ant5 (the center element) of the proposed 

compact printed LPDA array. The measured ARCs show broad-

band characteristics of less than ‒10 dB within the 2.2–5 GHz 

range (fractional bandwidth of 93.3%), which agrees well with 

the simulation results. Furthermore, although a slight change in 

the reflection coefficient was observed due to mutual coupling 

changes when using the array antenna for the various beam syn-

thesis estimations, no significant change could be identified. 

Therefore, the designed LPDA can be employed for high-power 

beamforming in electronic warfare systems with a wide band-

width. Fig. 5 shows the results of mutual coupling between Ant5 

and the other elements. Furthermore, mutual couplings with 

Ant1, Ant2, Ant3, and Ant4 were measured. Notably, the mutual 

coupling with Ant4 (the nearest element) was less than ‒10 dB 

between 1 GHz and 5 GHz. Fig. 6 presents the measured and 

simulated boresight gains of the 8 × 1 array antenna. The solid 

line indicates the simulation results, while the "×" markers repre-

sent the measurement results. It is observed that the measured 

boresight gains are more than 10 dBi from 2 GHz, with the sim-

ulation results showing a similar tendency. Fig. 7(a)–7(f ) present 

the measured and simulated 2D AEPs of Ant2 and Ant5 at 2.5 

Table 1. Design parameters of the proposed antenna

Parameter Value Parameter Value

ls 124 mm wb 4 mm

ws 72 mm ts 1.6 mm

la1 29 mm wa1 6 mm

la2 23.73 mm wa2 4.98 mm

la3 19.36 mm wa3 4.13 mm

la4 15.73 mm wa4 3.43 mm

la5 12.71 mm wa5 2.85 mm

la6 10.21 mm wa6 2.36 mm

la7 8.14 mm wa7 1.96 mm

la8 6.41 mm wa8 1.63 mm

la9 4.98 mm wa9 1.35 mm

la10 3.80 mm wa10 1.12 mm

la11 2.81 mm wa11 0.93 mm

la12 1.99 mm wa12 0.77 mm

la13 1.31 mm wa13 0.64 mm

X1 118 mm X8 29.83 mm

X2 97.43 mm X9 24.25 mm

X3 80.36 mm X10 19.62 mm

X4 66.19 mm X11 15.77 mm

X5 54.42 mm X12 12.58 mm

X6 44.66 mm X13 9.93 mm

X7 36.56 mm 𝜏 0.83𝛼 0.25 rad - -
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GHz, 3.5 GHz, and 4.5 GHz, respectively. As expected, Ant2, 

which is located near the edge, has an asymmetric radiation pat-

tern, while Ant5, located at the center, has a symmetrical beam 

pattern. At 4.5 GHz, Ant2 has a maximum gain of 6.3 dBi (𝜃 = 

‒56°), and Ant5 shows 6.0 dBi (𝜃 = ‒22°). However, since sig-

nificant distortion is often observed in the patterns of individual 

elements in actual array antennas, it is necessary to use AEP in-

stead of the ideal isotropic radiation pattern for beam synthesis. 

 

(a) (b) 

Fig. 2. Photographs of the fabricated antenna: (a) single LPDA element and (b) 8 × 1 array configuration.

 

 

Fig. 5. Measured and simulated mutual couplings of the array antenna 

elements with Ant5. 
 

 

 

Fig. 6. Measured and simulated boresight gains of the array antenna 

according to frequency.

 

 

Fig. 3. Reflection coefficients in accordance with parameter wb. 
 

 

 

Fig. 4. Measured and simulated ARCs of the Ant5 element. 
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III. BEAM SYNTHESIS USING THE BROADBAND LPDA 

Beam synthesis can be conducted through the superposition of 

several array patterns 𝑏 𝑓(𝜃, 𝜃 ) with different steering angles 𝜃  and amplitudes 𝑏 , as shown in a equation as follow [12]: 

𝐹(θ) = 𝑏 𝑓(𝜃, 𝜃 ) 𝑏 𝑓(𝜃, 𝜃 ) ⋯ 𝑏 𝑓(𝜃, 𝜃 )⋯ 𝑏 𝑓(𝜃, 𝜃 ) 𝑏 𝑓(𝜃, 𝜃 ), (3)

 

Here, 𝑏  is the required amplitude weighting, and 𝜃  is the 

steering angle for each array pattern. For example, when a guide 

 

(a) (b) 

  

(c) (d) 

  

(e) (f) 

Fig. 7. Measured and simulated AEPs: (a) Ant2 element at 2.5 GHz, (b) Ant5 element at 2.5 GHz, (c) Ant2 element at 3.5 GHz, (d) Ant5 element 

at 3.5 GHz, (e) Ant2 element at 4.5 GHz, and (f) Ant5 element at 4.5 GHz.
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mask for the desired beam shape is defined in Fig. 8(a), the most 

appropriate beam pattern can be obtained by the superposition of 

multiple array patterns. Notably, to derive a synthesized beam 

shape that closely resembles the guided mask, a narrow HPBW 

and a low sidelobe level (SLL) is required for each array pattern. 

Therefore, the Taylor window weighting method is applied to each 

array pattern to achieve a low SLL using an equation as follow: 
 𝑓(𝜃, 𝜃 ) = 𝑎 𝑔 (𝜃, 𝜃 ). 

(4)
 

Here, 𝑎  represents the weighted amplitude applied to the nth 

element in the Taylor window, and 𝑔 (𝜃, 𝜃 ) denotes the AEP 

of the nth element with steering angle 𝜃 . The array patterns for 

the designed 8 × 1 array when using Taylor window weighting are 

shown in Fig. 8(b). The resulting measurements using AEPs ex-

hibited an HPBW of 17.4° and an SLL of 19.4 dB. 

Following this, beam synthesis for the flat-top beam, cose-

cant-squared beam, and iso-flux beam were carried out using 

Taylor window-weighted array patterns. Notably, the root-

mean-square error (RMSE) lies within the range of 0 and 1, 

meaning that an RMSE of 0.2 indicates an error of 20%, which 

can be evaluated as a relatively small error. The RMSE was cal-

culated as an evaluation metric to observe the similarity of the 

beam pattern shape between the measurement results and the 

guided mask. This can be obtained using an equation as follow: 
 

RMSE = 1𝐿 (𝐹(𝜃) − 𝐺(𝜃))°
° . 

(5)
 

Here, 𝐹(𝜃) represents the normalized directivity of the synthe-

sized beam, and 𝐺(𝜃) is the value of the guided mask at angle 𝜃. 

Notably, since there are 91 sampling points (L) between ‒90° and 

90°, the synthesized beam and the guided mask were compared by 

examining 91 uniformly distributed points between ‒90° to 90°. 

Fig. 9(a) depicts the synthesized flat-top beams, which are 

generally used for searching and detecting targets at wide scan 

angles. The goals of the flat-top beam were to achieve a beam-

width of 80° (‒40 ≤ 𝜃 ≤ 40° and an SLL of more than 10 

dB. Beam synthesis was performed by determining the ampli-

tude 𝑏  when the number of array patterns M was 30. When 

using the measured AEPs, the results showed a beamwidth of 

75° and an RMSE of 0.159 compared to the guided mask.  

Fig. 9(b) illustrates the cosecant-squared beam, which is typical-

ly used for high-power airborne jamming systems. Similar to the 

method described previously, the cosecant-squared beam was ob-

tained based on the guided mask (cosec2(11.2°) at ‒40° ≤ 𝜃 ≤ ‒

31.6° and cosec2(𝜃+40°) at ‒31.6° ≤ 𝜃 ≤ 40°), resulting in the 

optimum 𝑏  (M = 30) for the most appropriate synthesized 

beam. The cosecant-squared beam was set to maintain a difference 

of 7.27 dB between the maximum and minimum values within 80° 

of the beamwidth. The results of the cosecant-squared beam 

showed that the shape attained a maximum directivity of 0 dB at 𝜃 = ‒30° and a reduced directivity of ‒7.55 dB at 𝜃 = 40°, thus 

achieving an RMSE of 0.167 compared to the guided mask.  

Fig. 9(c) presents the results of the iso-flux beam, which is 

generally used in the earth-observing missions of satellites. 

Similar to the previous beams, the iso-flux beam was also ob-

tained based on the guided mask (1.5×10-3𝜃2+1 at ‒40° ≤ 𝜃 
≤ 40°). Its beamwidth was set to 80° and gain difference was 

set to 5.4 dB. When using the measured AEPs, the iso-flux 

beam exhibited right-side peak directivity at 𝜃 = 32° and left-

side peak at 𝜃 = ‒32°. In the boresight direction (𝜃 = 0°), a 

low directivity of ‒3.57 dB was observed, and an RMSE of 

0.162 was obtained compared to the guided mask.  

(a) (b) 

Fig. 8. Beam synthesis using Taylor window-weighted array patterns: (a) superposition of array patterns for beam synthesis and (b) Taylor window-

weighted array patterns. 
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This study used a different number of M based on the shape 

of the synthesized beam. Notably, an inadequate number of M 

results in multiple nulls in the synthesized beam, whereas an 

excessive number of M increases the SLL of the beam. There-

fore, an appropriate value of M should be used to derive the 

beam that best resembles the shape of the mask. The results of 

this study confirm that various beam shapes for high-power elec-

tronic warfare applications can be achieved using the AEPs of 

the designed LPDA. To compare the similarities between the 

measurement and simulation results, the RMSEs obtained with 

regard to the guided masks are listed in Table 2. It is evident that 

the measurement results of the synthesized beams are similar to 

the simulation results at ‒40° ≤ 𝜃 ≤ 40°, as indicated by the 

low RMSEs. However, a relatively high difference was observed 

in the case of SLLs. These differences may be attributed to the 

fact that measurement results usually show degraded perfor-

mance compared to theoretical simulation results due to various 

reasons, such as measurement conditions, fabrication errors, and 

cable loss [22, 23]. In particular, since SLLs are more sensitive to 

errors, they exhibit greater degradation. Moreover, the perfor-

mance degradation observed in the measurement can occur 

when the fabricated antenna is applied to the system. Therefore, 

when conducting beam synthesis research, it is crucial to confirm 

performance through fabrication. 

IV. CONCLUSION 

In this paper, various beam shapes for high-power electronic 

warfare applications were derived using an actual broadband 

(a) (b) 

 

 

(c)  

Fig. 9. Synthesized beam patterns using measured and simulated active element patterns of the designed LPDA: (a) flat-top beam pattern, (b) 

cosecant-squared beam pattern, and (c) iso-flux beam pattern.

Table 2. RMSEs of the synthesized beam patterns 

Beam shape Measurement Simulation Ideal pattern

Flat-top beam 0.159 0.145 0.081

Cosecant-squared beam 0.167 0.168 0.239

Iso-flux beam 0.162 0.198 0.184



IM et al.: DESIGN OF A COMPACT LOG PERIODIC DIPOLE ARRAY ANTENNA FOR BROADBAND AND HIGH-POWER BEAM SYNTHESIS…  

241 

  
 

array antenna. Specifically, a compact printed LPDA with 

broadband characteristics was fabricated and measured for use 

in a limited mounting space. Subsequently, the LPDA was 

extended to an 8 × 1 linear array, while AEPs were obtained 

through measurement and simulation. The measured ARC 

was less than ‒10 dB within the 2.2–5 GHz band, while the 

measured boresight gains were more than 10 dBi from 2 GHz. 

Furthermore, beam synthesis was performed by the superposi-

tion of several array patterns with different steering angles and 

amplitudes. The flat-top beam achieved a beamwidth of 75° 

and an RMSE of 0.159. The cosecant-squared beam, which 

attained maximum directivity at 𝜃 = ‒30° and a reduced di-

rectivity of ‒7.55 dB at 40° achieved an RMSE of 0.167 com-

pared to the guided mask. In addition, the iso-flux beam ob-

tained an RMSE of 0.162 compared to the guided mask. 

These results were compared with those of the beam shapes 

obtained using ideal isotropic patterns, which ultimately con-

firmed that various beam shapes can be achieved in high-power 

electronic warfare applications using the actual array antenna. 
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I. INTRODUCTION 

Magnetic resonance spectroscopy holds great promise in clini-

cal neurological practice. It measures the concentrations of specific 

chemicals in the body to help diagnose diseases in the brain and 

other cancerous tissues. Cancerous tissues are often characterized 

by metabolic alterations. Notably, 13C magnetic resonance imag-

ing (MRI) examines variations in the metabolism of organic mol-

ecules. These changes in biochemical processes serve as a marker 

for the presence of certain disorders, including prostate cancer, 

brain tumors, diabetes, lung injury, neuroinflammation, inflamma-

tory arthritis, cardiovascular disease, and cardiac metabolism [1]. 

Specifically, brain tumors are commonly detected by 31P MRI 

scanner assessments of phosphorous composition and cellular 

energy [2]. Likewise, breast cancer can be diagnosed by 23Na MRI, 

which detects changes in ion homeostasis, since the total concen-

tration of sodium is notably higher in malignant breasts than in 

healthy tissues. It also allows the visualization of tissue 23Na con-

centrations for patients with lung cancer [3]. Furthermore, 31P 

MRI has been found to be feasible for use as a measure of tongue 

cancer in 7T MRI [4]. Additionally, 13C MRI is suitable both for 

initial diagnosis and for monitoring the treatment of prostate can-

cer [5]. In this context, X-nuclei switches and coils enable physi-

cians to study metabolism and measure chemical transformation, 

since they can help characterize the sophistication of tissues or the 

chemical consequences of disease progression [6, 7]. 
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Abstract 
 

This article presents a transmit/receive switch that utilizes a broadband microstripline hybrid coupler. The proposed switch is suitable for 

application in both 3T and 7T magnetic resonance imaging. It operates within three frequency ranges, covering well-known X-atomic 

nuclei, such as 1H, 13C, 19F, 23Na, and 31P, at both 3T and 7T magnetic field strengths. For the 7T application, the switch simultaneously 

covers the corresponding X-atomic nuclei frequencies within two bands. However, for the 3T application, tuning is required to cover the 

corresponding X-atomic nuclei frequencies, particularly those below 60 MHz. The microstripline trace widths of the proposed switch 

were designed to prevent excessive temperature increases when exposed to 1 kW power of radio frequency pulses. The characteristics of 

the switch were obtained using the Momentum tool—an electromagnetic simulator supported by ADS software. The proposed switch was 

fabricated, with its measurement verification results demonstrating favorable return loss (>10 dB), high isolation (>40 dB), and low inser-

tion loss (<0.8 dB) at all operating frequencies. 
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The switches used in MRI transmit radio frequency (RF) 

signals from an RF amplifier to the body through an RF coil, 

and also receive the signal from the body through the RF coil to 

then redirect it to the receiver circuit. Single- and multi-tuned 

switches are used for single- and multi-resonant coils, respec-

tively. Notably, several methods for designing these switches 

have already been developed, such as trap circuits, positive-

intrinsic-negative (PIN) diodes, transistors, and microelectro-

mechanical systems (MEMS). In [8], a PIN diode-based 1H 

transmit/receive (T/R) switch was introduced, owing to its reli-

ability and linearity, to achieve a reduction in the switching time 

to 1 microsecond. In [9], a dual-tuned T/R switch capable of 

handling both 1H and 31P frequencies was engineered specifical-

ly for 3T MRI applications. This circuit, which included a linear 

switch for the 1H coil and a quadrature switch for the 31P coil, 

employed PIN diodes in conjunction with various other elec-

tronic components. Field effective transistor (FET)-based 

switches have been introduced as another topology and solution 

for switches in MRI [10–12]. For instance, a depletion-mode 

gallium nitride (GaN) switch was introduced in [11], while an 

enhanced-mode GaN (eGaN) FET-based switch was proposed 

in [12]. These switches have advantages over PIN diode switch-

es in terms of their low DC power and reduced amount of bias-

ing current used. However, FET switches are sensitive to RF 

power overstress and temperature [11], and they often suffer 

from lower signal-to-noise ratio (SNR) [12]. To address this, 

MEMS-based switches were introduced to MRI coils in [13, 

14]. Notably, dual-tuned switches based on MEMS and PIN 

diodes, used along with a dual-tuned 1H/19F coil, were investi-

gated for lung MRI applications [15]. The MEMS switch 

demonstrated reduced DC switching voltage compared to PIN 

diodes in a reverse bias state [16]. 

Microstripline (MSL)-based switches represent a novel switch 

category whose advantages over conventional couplers lie in their 

enhanced heat dissipation and ability to manage higher power 

signals [17]. A compact dual-tuned MSL-based switch designed 

for a dual-resonant 1H/13C coil was introduced for 7T MRI in 

[18]. This innovative design accommodated simultaneous dual-

frequency signal transmission to and from a dual-resonance RF 

coil, eliminating the need for tuning during operation. Moreover, 

in [18], the size of the switch was reduced by 50% compared to 

the initial 1H MSL-based switch in [17]. In [19], two MSL-

based switches were introduced—one to interrogate different X-

nuclei (1H, 13C, 19F, 23Na, and 31P) one at a time by tuning, and 

the second to work as a dual-tuned switch for 1H/23Na MRI 

applications. Furthermore, a dual-tuned 1H/31P quadrature 

MSL-based T/R switch for 7T MRI was introduced in [20]. A 

single 1H MSL-based switch for 7T MRI, bearing a T- and cas-

caded pi-shape and a realistic MSL trace width, was designed 

and extensively investigated to specify exact widths without in-

creasing the temperature [21]. In [22, 23], two geometries of 

broadband MSL-based switches were introduced to simultane-

ously cover the X-nuclei (1H, 13C, 19F, 23Na, and 31P) for 7T MRI 

without tuning. All of these MSL-based switches demonstrate 

excellent characteristics, including strong signal matching, high 

isolation, minimal insertion loss, effective power dissipation, and 

the capacity to manage high-power signals. 

The novelty of this specific switch design lies in its ability to 

work along with RF coils to cover resonances corresponding to a 

wide range of X-nuclei for both 3T and 7T MRI. From an eco-

nomic perspective, such a design does away with the need to use 

different switches with different coils since the same switch can 

be used for different MRI machines. This reduces both costs 

and complexity while also keeping sufficient space to facilitate 

future designs of multichannel-multi resonant coils that can be 

used for both 3T and 7T MRI simultaneously. 

II. THE PROPOSED BROADBAND T/R SWITCH 

1. Overview of the T/R Switch 

A T/R switch is considered an important device in an MRI sys-

tem that utilizes T/R RF coils. In the transmission state, after gen-

erating a pulsed RF signal, an RF signal is fed into a power ampli-

fier to amplify it to the necessary level for exciting the intended X-

nuclei. Following this, the T/R switch transmits the RF signal to 

the RF coil. At the reception state, the RF coil delivers the detect-

ed signal from the targeted object to the T/R switch, which in turn 

forwards it to the low-noise amplifier, as shown in Fig. 1. 

 

2. Broadband Hybrid Couplers 

Due to growing interest in high-speed wireless communica-

tion, the demand for ultra-wideband (UWB) technology and 

devices has increased manifold. Notably, classical quadrature 

hybrid couplers demonstrate narrowband characteristics. There-

fore, in recent years, several studies and investigations have been 

conducted on couplers to extend their bandwidths [24–28]. In 

[24], a two-section wideband hybrid coupler using a short-

circuited parallel-coupled 3-line was presented. This coupler 

exhibited 55% fractional bandwidth (FBW) under specifica-

 
 

Fig. 1. Simplified diagram of an integrated T/R switch in an MRI system.
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tions limited by 1 dB power imbalance, 20.1 dB return loss, 20.8 

dB isolation, and 3.2° phase imbalance. In [25], a hybrid coupler 

using a tandem connection was presented, demonstrating 38% 

FBW under specifications limited by 0.6 dB power imbalance, 

25 dB return loss, and 32 dB isolation. Under the same condi-

tions as the tandem coupler, a UWB hybrid coupler was de-

signed using the tandem connection between two 8.3 dB multi-

section couplers [26] to be used in the frequency range from 1 

GHz to 10 GHz. It was designed under specifications limited 

by ±1.5 dB amplitude unbalance, ±7° phase imbalance, and 

both isolation and return loss of more than 14 dB. In [27], an 

UWB multilayer 3 dB directional coupler was presented, whose 

operating frequency extended from 3.1 GHz to 10.6 GHz, with 

a coupling and insertion loss of 3.4 dB ± 1.1 dB. The isolation 

and return loss were more than 14 dB. In [28], a 3-dB UWB 

coupler using multilayer technology, operating between 3.1 and 

10.6 GHz, was presented. It was designed under specifications 

limited by ±1.3 dB amplitude unbalance, 3.5° phase unbalance, 

19 dB return loss, and 18 dB isolation. 

The broadband 3T and 7T T/R switch proposed in this study 

can cover frequencies corresponding to the common X-nuclei 

resonant frequencies at 3T and 7T MRI, summarized in Table 1. 

While resonances above 61 MHz fall within the two broadbands 

offered by the switch without the need for tuning, the lower fre-

quencies can be covered after applying the tuning method. 

 

3. Methods and Materials 

The 3T and 7T T/R switch presented in this study was de-

signed based on a two-section branch-line hybrid coupler, ini-

tially introduced in [29]. Such a coupler is constructed using two 

sections of transmission lines, consisting of three vertical lines (a, 

c, a) and four identical horizontal lines (b, b, b, b). These lines 

share a common vertical line connected to an inverter, as illus-

trated in Fig. 2. Notably, the quarter-wavelength is the standard-

ized length employed for all the vertical and horizontal lines. In 

this context, the characteristic impedance of transmission line a 

can be determined using the formula described in [29]. 
 

(1)
 

Here, k represents the ratio of the signal power at port 2 

(through) to the signal power at port 4 (coupled), and Zo is the 

port impedance, which is typically 50 Ω. When k equals 1, the 

input signal inserted at port 1 is evenly divided between ports 2 

and 4, along with a 90° phase shift, resulting in -3 dB quadra-

ture outputs, while port 3 remains isolated. This configuration 

corresponds to a 90° hybrid coupler. Substituting k with 1 in Eq. 

(1), Za becomes 2.414 times Zo. Therefore, to calculate the 

characteristic impedances of transmission lines b and c, the fol-

lowing formula, as described in [29], can be employed: 
 

k=
Zo

2Zc
2

Zb
4 . 

(2)
 

On rearranging Eq. (2), the following equation will be ob-

tained: 
 

 (3)
 

Assuming Zb is equal to Zo, Zc will also be equal to Zo. After 

calculating the characteristic impedances, the following values can 

be achieved: Za = 120.7 Ω and Zb = Zc = 50 Ω. The simu-

lated S-parameters of the proposed coupler are depicted in Fig. 3(a). 

The operational bandwidth, considering a 1 dB magnitude imbal-

ance and a 5° phase imbalance, is determined from Fig. 3(a) and 3(b) 

as approximately 48.2%. Notably, for practical applications, the hy-

brid coupler was designed using a Rogers RO4003C substrate with 

a permittivity of 3.38 and a thickness of 1.52 mm. Fig. 4 depicts the 

layout of the hybrid coupler in a Momentum electromagnetic 

simulation, which is supported by ADS software. 

The dimensions for each transmission line in Fig. 2 are sum-

marized in Table 2. The operating frequency of the coupler was 

chosen to be 95 MHz. To reduce the overall area of the coupler, 

the microstrip lines were designed in a multi-bended manner. 

Ultimately, the dimensions of the final design were established 

Table 1. Gyromagnetic ratio and resonant frequency at 3T and 7T for common nuclei

Nucleus 1H 19F 31P 23Na 13C

Gyromagnetic ratio (/2) in MHz/Tesla 42.58 40.08 17.25 11.27 10.71

Frequency @ 3T in MHz 127.74 120.24 51.75 33.81 32.13

Frequency @ 7T in MHz 298.06 280.56 120.75 78.89 74.97

 
 

Fig. 2. Schematic diagram of the two-section branch-line hybrid cou-

pler. Adapted from Abuelhaija and Saleh [22].



JOURNAL OF ELECTROMAGNETIC ENGINEERING AND SCIENCE, VOL. 24, NO. 3, MAY. 2024 

246 
   

  

as 360 mm × 200 mm, which reduced the size of the coupler by 

62.7% in comparison to the coupler without bending. 

The hybrid coupler assumed a pivotal role in the design of the 

broadband 3T and 7T T/R switch. As depicted in Fig. 5, the 

proposed T/R switch comprises two hybrid couplers—while the 

left coupler is dedicated to the transmission state, both are sim-

ultaneously engaged in the reception state. In the transmission 

state, a pulsed RF signal is fed into port 1 and subsequently for-

warded to the RF coil at port 2 after applying forward bias to 

the PIN diodes. During reception, both PIN diodes are reverse-

biased, facilitating the routing of the detected signal from the 

RF coil to the receiver at port 4. To minimize the overall foot-

print of the T/R switch, both couplers were positioned in a 

back-to-back configuration, ensuring a common ground con-

nection. The coupled and through ports of the first coupler were 

internally connected to the corresponding ports in the second 

coupler using small connectors. A phase inverter (180° phase 

shifter) was inserted in the middle of each coupler using a coaxi-

al cable on a crossover configuration. 

To cover the frequencies of 7T MRI and the most common 

X-nuclei resonant frequencies at 3T MRI without the need for 

tuning, the operating frequency of the couplers was chosen to be 

95 MHz. At this frequency, the T/R switch would be able to 

cover frequencies of X-nuclei that are more than 61 MHz with-

in its two broadbands. The resonance frequencies corresponding 

to the remaining X-nuclei (such as 31P, 23Na, and 13C at 3T) for 

3T MRI can also be covered by adding a tuning capacitor Ct = 

62 pF at the terminals of each MSL, as shown in Fig. 6. For the 

middle MSL c, the quarter-wavelength MSL was split into two-

eighth of an MSL, with a phase inverter in between. Each 

eighth MSL was connected to one tuning capacitor with a value 

of 2 × Ct from one terminal. 

III. SIMULATION RESULTS AND  

MEASUREMENT VERIFICATION 

1. Simulation Results 

The S-parameters obtained by conducting EM simulations 

using the designed hybrid coupler (see Fig. 4) are shown in Fig. 

7. The coupler was characterized by two broadbands—the first 

extended around the fundamental frequency (95 MHz), where-

as the second extended around the third odd harmonics (285 

 
 

Fig. 4. Layout of the two-section branch-line hybrid coupler. 

 

Table 2. Dimensions of the hybrid coupler microstriplines designed at 

95 MHz 

 

Transmission line 

a  b  c

la Wa  lb Wb  lc Wc

Dimension (mm) 509 0.53  482.5 3.51  482.5 3.51

 

Fig. 5. Two-section branch-line hybrid coupler based broadband T/R 

switch.

  

(a) (b) 

Fig. 3. (a) Simulated S-parameters of the two-section branch-line hybrid coupler with k = 1 and (b) phase difference between the through and cou-

pled ports. 
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MHz). The bandwidths of the first and second broadbands fell 

within the 70–120 MHz and 260–308 MHz ranges, respective-

ly, as calculated based on the following specifications: less than 1 

dB magnitude imbalance and less than 5 phase imbalance. No-

tably, the proposed hybrid coupler demonstrated low return loss 

(S11 < -25 dB) and high isolation (S31 < -25 dB).  

The evaluation of the T/R switch equipped with a two-

section hybrid coupler was conducted by analyzing the S-

parameters acquired from the electromagnetic simulations. As 

depicted in Fig. 8 and Tables 3 and 4, in the transmission state, 

the T/R switch exhibits commendable performance, character-

ized by strong matching (S11 < -10 dB) and minimal insertion 

loss (S21 > -0.56 dB) across all X-nuclei frequencies. Further-

more, substantial isolation (S41 < -44 dB) between port 1 (the 

signal generator) and port 4 (the receiver) was achieved. Fur-

thermore, as illustrated in Fig. 9 and Tables 3 and 4, the T/R 

switch maintains favorable matching (S22 < -23.9 dB) and low 

insertion loss (S42 < -0.32 dB) at all X-nuclei frequencies in the 

reception state. 

 

 

Fig. 6. Layout of the two-section branch-line hybrid coupler with 

tuning capacitors. 

Table 3. Simulated S-parameters of the broadband T/R switch in the transmission state and reception state at 3T 

Atomic nuclei 
 

Frequency (MHz)
Transmission state (dB) Reception state (dB)

S11
 S21

 S41
 S22

 S12
 S42

 

1H 127.74 -10.60 -0.56 -44.70 -25.45 -22.36 -0.32

19F 120.24 -20 .17 -0.21 -52.30 -26.87 -23.57 -0.12

31P 51.75 - - - - - - 

23Na 33.81 - - - - - - 

13C 32.13 - - - - - - 
 

Table 4. Simulated S-parameters of the broadband T/R switch in the transmission state and reception state at 7T 

Atomic nuclei 
 

Frequency (MHz)
Transmission state (dB) Reception state (dB)

S11
 S21

 S41
 S22

 S12
 S42

 

1H 298.06 -43.12 -0.17 -75.50 -28.52 -30.41 -0.02

19F 280.56 -48.00 -0.17 -67.80 -41.25 -33.06 -0.01

31P 120.75 -19.25 -0.21 -51.50 -27.50 -23.48 -0.13

23Na 78.89 -55.40 -0.17 -85.00 -25.32 -25.97 -0.04

13C 74.97 -33.34 -0.17 -63.75 -23.90 -24.35 -0.07

 

 

Fig. 7. S-parameters for the two-section branch-line hybrid couplers. 

 

 

Fig. 8. S-parameters of the broadband T/R switch in the transmission 

state.
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Fig. 8 depicts the two broadbands of the T/R switch in the 

transmission state. The first band extends from 61.1 MHz to 

128.3 MHz, while the second band extends from 250.3 MHz to 

317.5 MHz. They were calculated based on specifications of less 

than 1 dB insertion loss and less than 10 dB return loss. Further-

more, Fig. 9 presents the two broadbands of the T/R switch at the 

reception state. It is observed that the insertion loss for both bands 

is less than 0.36 dB, while the return loss is less than 23.5 dB. 

To address the remaining X-nuclei frequencies, the hybrid 

couplers in the T/R switch were tuned using capacitor Ct. Dur-

ing transmission, the T/R switch achieved excellent matching 

(S11 < -21 dB) and low insertion loss (S21 > -0.35 dB) at the 

remaining X-nuclei frequencies, as seen in Fig. 10 and Table 5. 

Furthermore, high isolation (S41 < -35.9 dB) between port 1 

(signal generator) and port 4 (receiver) was achieved. In the re-

ception state, the T/R switch maintained strong matching (S22 

< -11.1 dB) and low insertion loss (S42 < -0.6 dB) at these 

frequencies, as shown in Fig. 11 and Table 5. 

 

2. Measurement Verif ication 

A prototype of the two-section branch-line hybrid coupler 

was fabricated on a 360 mm × 200 mm Rogers RO4003C sub-

strate with a permittivity of 3.38 and thickness of 1.52 mm, as 

shown in Fig. 12. The subminiature version A (SMA) connect-

ors for each port were soldered to the bottom of the substrate. 

The phase inverter (180° phase shifter) in the middle of the 

coupler was implemented using a very short 50 Ω coaxial cable 

on a crossover configuration. Notably, while it is possible to add 

a coaxial cable of any electrical length, even 0°, in simulations, 

such is not the case in reality—adding a coaxial cable with 0° 

electrical length is not possible. As a result, in this study, differ-
 

 

 

Fig. 11. S-parameters of the broadband T/R switch in the reception 

state after tuning. 
 

 

 

Fig. 12 Prototype of the two-section branch-line hybrid coupler.

Table 5. Simulated S-parameters of the broadband T/R switch in the transmission state and reception state at 3T after tuning 

Atomic nuclei 
 

Frequency (MHz)
Transmission state (dB) Reception state (dB)

S11
 S21

 S41
 S22

 S12
 S42

 

1H 127.74 - - - - - - 

19F 120.24 - - - - - - 

31P 51.75 -21.10 -0.24 -48.78 -13.40 -15.25 -0.42

23Na 33.81 -31.36 -0.32 -35.90 -17.55 -20.30 -0.23

13C 32.13 -21.06 -0.35 -37.14 -11.10 -18.25 -0.60
 

 

 

Fig. 9. S-parameters of the broadband T/R switch in the reception state. 
 

 

 

Fig. 10. S-parameters of the broadband T/R switch in the transmis-

sion state after tuning. 
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ent coaxial cable lengths were tested to observe their effects. The 

effect of the electrical length of a coaxial cable (phase inverter) 

on coupler characteristics is shown in Fig. 13, where it is ob-

served that the higher the electrical length, the lower the phase 

shift (less than 180°). Notably, this deviation from the 180° 

phase shift led to increased return loss and reduced bandwidth 

at the third odd harmonics. Fig. 13 clearly shows that at the 

acceptable deviation of 10° (𝜃 = 10°), a return loss of less than 

10 dB and a bandwidth of at least 90% can be maintained, coin-

ciding with results of the electrical length without a deviation at 

180° (𝜃 = 0°). In practice, the physical length of the connected 

coaxial cable corresponded to a 5° electrical length. Notably, the 

electrical length was calculated based on the 95 MHz funda-

mental frequency of the coupler. 

The T/R switch was easily fabricated using two hybrid cou-

plers, as shown in Fig. 12. They were connected back to back, 

so that the ground planes of the two substrates were joined. To 

examine the internal connections between the couplers corre-

sponding to the connections shown in Fig. 5, two thin wires 

were inserted through the ground planes. Two PIN diodes were 

placed on the first coupler at ports 2 and 4 in the same position 

as the two thin wires. 

Fig. 14(a) and 14(b) present the measured and simulated S-

parameters of the T/R switch during transmission and reception. 

In the transmission state, the T/R switch shows excellent match-

ing (S11 < -10 dB), low insertion loss (S21 > -0.8 dB), and high 

isolation (S41 < -44 dB) between the signal generator (port 1) and 

the receiver (port 4) across all X-nuclei frequencies. During recep-

tion, the T/R switch maintains good matching (S22 < -17 dB) 

and low insertion loss (S42 > -0.4 dB) at all X-nuclei frequencies. 

Fig. 15(a) and 15(b) present the measured and simulated S-

parameters of the T/R switch in the transmission and reception 

states after using tuning capacitors. They cover the first frequency 

band required to cover the corresponding X-atomic nuclei fre-

quencies, especially those below 60 MHz. Notably, a good match 

between the simulation and measurement results is observed.  

However, the PIN diodes, lumped elements, transmission 

lines, biasing network, and Roger’s substrate play crucial roles in 

contributing to the discrepancies between the measurements 

and simulations observed in Figs. 14 and 15. 

IV. DISCUSSION 

A comparison of the performance of the proposed 3T–7T 

T/R switch with that of state-of-the-art switches is reported in 

Table 6, clearly demonstrating that the proposed T/R switch 

shows promising performance relative to the other designs. The 

proposed switch can operate at three wide frequency bands: 25–

55 MHz, 61.1–128.3 MHz, and 250.3–317.5 MHz. Compara-

tively, in [30, 31], the highest operating frequency was limited to 

200 MHz. Furthermore, in [17, 32–34], the lowest operating 

frequencies were above 250 MHz. Therefore, all state-of-the-art 

  

(a) (b) 

Fig. 13. Simulated (𝜃 = 0°) and measured (𝜃 = 5°, 10°, and 20°): (a) S11 and (b) S21 parameters for different coaxial cables. 
 

  

(a) (b) 

Fig.14. Measured and simulated S-parameters for two-section hybrid couplers-based T/R switch in (a) transmission state and (b) reception state.
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reported switches failed to cover many of the atomic X-nuclei 

frequencies for 3T and 7T magnetic field strengths. In addition, 

as shown in Table 6, the proposed switch demonstrates low in-

sertion loss in both the transmission and reception states as com-

pared to the designs reported in [30, 33, 34]. Regarding isolation 

performance, the designed switch demonstrates high isolation 

compared to its counterparts reported in [32–34]. Moreover, 

based on the performance of the proposed switch, it can be used 

along with both single- and multi-tuned RF coils that resonate 

within the three broadbands of its operating frequencies. As a 

result, the scanning process can be conducted without changing 

the type of RF coil or asking the patient to move. This will not 

only minimize the number of artifacts used but also reduce the 

amount of time spent in the scanning process. 

V. CONCLUSION 

This work involved designing, simulating, and fabricating a 

broadband transmit/receive switch for 3T and 7T MRI. ADS 

software was employed to design the switch, incorporating two 

hybrid couplers based on the two-section branch-line method, 

each with specified performance criteria (1 dB magnitude im-

balance and 5° phase imbalance). The switch successfully cov-

ered various atomic X-nuclei frequencies within its three prima-

ry frequency bands (25–55 MHz, 61.1–128.3 MHz, and 250.3–

317.5 MHz) at 3T and 7T magnetic field strengths, maintain-

ing excellent return loss (>10 dB) and isolation (>40 dB), as 

well as low insertion loss (<0.8 dB), at all operating frequencies. 

 

This research was conducted in the Department of Electrical 
Engineering, which is a part of the Faculty of Engineering and 
Technology at the Applied Science Private University in Am-
man, Jordan. The authors extend their gratitude to the universi-
ty for its unwavering support of this project. 
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I. INTRODUCTION 

A power transformer is one of the most significant and ex-

pensive equipment employed in a power grid. As a result, safe 

operation of the power transformer is crucial for a power system 

[1]. Transformer core materials generally feature hysteresis and 

saturation characteristics [2], due to which an unknown residual 

flux (RF) may be generated in their iron core after a DC re-

sistance test, a transformation ratio measurement, or a no-load 

closing operation [3]. If this RF is large, a large amount of in-

rush current may form when the transformer is turned off, 

which can lead to winding deformation, current imbalance, and 

harmonic pollution [4]. Such situations render the transformer 

protection function invalid. Therefore, research on RF detection 

mechanisms and methods has important academic significance 

for reducing inrush current [5]. 

At present, an empirical method is often used to estimate mag-

netic flux, according to which the RF is estimated based on the 

0.2–0.7 saturation flux [6–8]. However, this estimation error de-

pends on historical experience, which is not conducive to on-site 

detection. The second method is the induced voltage method, 

which is based on the electromagnetic induction law for detecting 

magnetic flux changes in the magnetic core [9]. It calculates the 

RF by recording the induced voltage waveform when the trans-

former is turned off. However, since the RF calculated on starting 

the transformer is always different from the stabilized RF [10], 
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the feasibility of this method is limited in practical application. 

The third method is the pre-magnetization method [11], which 

involves pre-charging the iron core with a known RF to then use 

phase-selective closing technology or the demagnetization meth-

od to suppress the inrush current. However, this method cannot 

pre-charge a certain amount of RF in advance for the actual 

transformer core, which limits its feasibility in practice. 

The RF formation process involves complex changes in the 

magnetic domain structure of ferromagnetic materials [12]. 

Therefore, some previous studies have also studied indirect de-

tection methods. In [13], RF was measured by analyzing the 

magnetic leakage around the iron core. Although this method 

was able to detect RF, it was limited by the influence of different 

measuring points on the measurement results, ultimately achiev-

ing a measurement accuracy as high as 20%. In [14], RF was 

estimated by analyzing the magnetized inductance. However, its 

measurement results were limited by the accuracy of the iron core 

model In addition, an RF detection method based on even the 

harmonics of the induced voltage is presented in [15], which was 

able to detect the RF of the current transformer, but its accuracy 

was limited by the accuracy of the simulation model. In [16], an 

RF detection method using small loop energy is proposed, but 

this method ignores the energy change under small RF, thus 

increasing the error of the extraction relationship. In [17], an RF 

detection method based on phase difference was analyzed, but 

the phase difference obtained by this method under different 

RFs was small, which is not conducive to its detection in practice. 

Furthermore, [18–20] studied RF detection methods considering 

transient variables, but the test time of the measured waveform 

was difficult to extract, rendering the accuracy of the detection 

results unstable and not conducive to on-site testing. Based on 

the above research methods, it is evident that there is still no fast 

and effective RF detection method available.  

This paper presents an RF detection method based on the dif-

ferent polarities of response currents to obtain an accurate RF val-

ue and polarity. First, when the DC voltage in different directions 

is loaded in sequenc, the RF detection mechanism is analyzed, and 

a method for determining the RF direction is proposed. Following 

this, the relationship between the RF and the response current is 

established, and the corresponding parameters are obtained by 

employing the field-circuit coupling method. Finally, an RF test 

platform for a square core is built to verify the feasibility of the 

theoretical analysis and the accuracy of the proposed method. 

II. DETECTION PRINCIPLE OF RESIDUAL FLUX 

The RF formation mechanism based on different magnetized 

states is depicted in Fig. 1, indicating that when the magnetic 

field strength H gradually increases to reach its maximum value, 

the magnetic flux increases along 0𝑎𝑏. Furthermore, when the 

external magnetic field disappears at point a or b due to hystere-

sis characteristics, a different RF is generated in the iron core, 

such as 𝐵  or 𝐵 . Therefore, it is evident that RF generation is 

primarily decided by changes in the domain structure at the RF, 

which can be reflected by changes in the relative differential 

permeability (𝜇 ), expressed as follows: 
 𝜇 = 1𝜇 ∆𝐵∆𝐻 (1)
 

where 𝜇  is a constant, referring to the vacuum permeability of air, 

and ∆𝐵 and ∆𝐻 are the increments of B and H, respectively. 

To analyze the variation trend of differential permeability at 

RF, this paper analyzed the material characteristics of the iron 

core using the silicon-steel sheets (model B30P105). The hyste-

resis loop of the core at low frequencies was measured, after 

which the differential permeability trend caused by saturation to 

the RF state was analyzed, as shown in Fig. 2. It is observed that 

when the frequency is 5 Hz, the 𝐵  reaches 1.8 T, while the 

coercive force 𝐻  is 13 A/m, indicating the difficulty involved 

in magnetizing the material. Furthermore, when ∆𝐻 is greater 

than 5% of 𝐻 , the difference between the positive relative 

permeability 𝜇  and negative relative permeability 𝜇  is 

quite obvious. At this juncture, the relationship between 𝜇  

and 𝜇  can be expressed as follows: 

 

Fig. 1. Formation mechanism of residual flux under different magneti-

zation states. 
 

 
Fig. 2. Variation trend of 𝜇 caused by saturation to the residual flux state.
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𝜇 < 𝜇 . (2)
 

Based on the above relationship, the RF direction can be judged 

by comparing 𝜇  with 𝜇 . However, measuring 𝜇  and 𝜇  

is not an easy task, due to the complex changes occurring in the 

magnetic domain structure. Therefore, it is necessary to analyze an 

indirect variable that can reflect 𝜇 . Notably, when a DC voltage 

is loaded on one side of the winding of a transformer, the quantita-

tive detection of RF can be realized by analyzing the relationship 

between the response current and the 𝜇  in the circuit. 

After the transformer is turned off, the method proposed in 

this paper only needs to connect the designed DC measurement 

circuit to a winding located close to the iron core for response 

current sensing. Subsequently, by analyzing the relationship be-

tween the response current and the RF, quantitative detection of 

the RF can be realized. Fig. 3 presents the DC detection circuit, 

where 𝑢 (𝑡) is the DC voltage and 𝑅  denotes the series re-

sistance. In an actual operation, when a transformer is recon-

nected to the power system, the RF direction remains unknown. 

To address this issue, the current paper analyzed the relationship 

between the RF and the response current under different excita-

tion directions of the applied voltage. The main waveforms gen-

erated by applying the DC excitation directions are presented in 

Fig. 4. First, a positive DC voltage with the same polarity as the 

initial RF density was applied, after which a negative DC volt-

age was introduced—this waveform is abbreviated as PN. Simi-

larly, a negative DC voltage with a polarity opposite to the initial 

RF density was applied, after which a positive DC voltage was 

implemented—this waveform is abbreviated as NP. 

As shown in Fig. 4, in the case of PN, when the positive volt-

age is loaded first at 𝑡 , the positive respond current 𝑖 (𝑡) is 

generated. When the voltage is removed after 𝑡 , the RF in the 

iron core becomes a new 𝐵 . Subsequently, when the negative 

voltage with a polarity opposite to the RF is applied at 𝑡 , a 

negative respond current 𝑖 (𝑡) is generated. After t4, when the 

voltage is removed, the initial RF changes from 𝐵  to 𝐵 . 

However, in the case of NP, as shown in Fig. 4(b), 𝑖 (𝑡) is pro-

duced first and 𝑖 (𝑡) is produced second, due to which the 

initial RF first changes to 𝐵  and then to 𝐵 . According to 

Eq. (2), 𝜇  at RF is less than 𝜇 , due to which the changes 

in RF are different in the case of PN and NP. Thus, the wave-

forms of the measured positive and negative respond current are 

also different. Consequently, the quantitative detection of the 

RF was realized by means of this difference.  

When a voltage is loaded, the transformer core becomes 

equivalent to an RL series-parallel circuit. Fig. 5 shows an 

equivalent circuit model for the measurement circuit, where 𝑅  

represents the total resistance in the circuit, primarily including 

the series resistance and winding resistance. Meanwhile, 𝐿  

stands for the equivalent magnetized inductance of the iron core, 

which is related to the change in magnetic flux. 𝑅  stands for 

hysteresis loss in transient processes, also called iron loss re-

sistance. Notably, when the turns of the winding (N), the cross-

sectional area S, and the average magnetic circuit length l are 

known, the magnetization inductance 𝐿  at the RF can be 

related to the differential permeability 𝜇 .  

According to the magnetic circuit analysis, the relationship 

between 𝐿  and 𝜇  can be expressed as: 
 𝐿 = 𝑁 𝑆𝜇𝑙 𝜇 . (3)
 

Furthermore, since the applied excitation is DC excitation, 

the time constant in the measurement circuit can be expressed 

as 𝐿 /𝑅. Therefore, the respond current 𝑖(𝑡) in the circuit 

can be formulated as follows: 
 

𝑖(𝑡) = 𝐼 1 − 𝑒 ∙ = 𝐼 1 − 𝑒 , 
(4)

 

where R represents the parallel connection between 𝑅  and 𝑅 . Furthermore, according to Eq. (4), 𝑖 (𝑡) and 𝑖 (𝑡) are 

represented as follows: 
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Fig. 3. DC measurement circuit. 
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⎩⎪⎨
⎪⎧𝑖 (𝑡) = 𝐼 1 − 𝑒

𝑖 (𝑡) = 𝐼 1 − 𝑒 . 
(5)

 

Based on Eqs. (2) and (5), the relationship between 𝑖 (𝑡) 

and 𝑖 (𝑡) can be obtained from the following formula: 
 𝑖 (𝑡) > 𝑖 (𝑡). (6)
 

Regardless of whether the positive or negative excitation was 

loaded first, the change rate of 𝑖 (𝑡) was found to be faster 

than that of 𝑖 (𝑡). Therefore, the RF direction can be judged by 

comparing the waveforms 𝑖 (𝑡) and 𝑖 (𝑡). Notably, to obtain 

the relationship between RF and the response current, 𝜇  can 

be expressed as follows: 
 𝜇 = − 𝑡 𝑙𝑅𝑁 𝑆𝜇 1ln 1 − 1𝐼 ∙ 𝑖(𝑡 ) , 

(7)
 

where 𝑡  is the best measurement time for the respond current. 

According to Eq. (7), the change in the magnetic domain struc-

ture at RF maintains a pertinent relationship with respond cur-

rent. Therefore, this study proposes a method for calculating the 

RF by establishing a relationship between 𝐵  and 𝑖(𝑡 ). This 

relationship can be expressed as follows: 
 𝐵 = 𝑓 𝑖(𝑡 ) = 𝑎ln 1 − 1/𝐼 ∙ 𝑖(𝑡 ) + 𝑏, (8)
 

where 𝑎 and 𝑏 are constant coefficients whose values are de-

termined by the finite element method, and 𝐼  represents the 

current value when the circuit reaches a steady state, which can 

be expressed as 𝑉 /𝑅.  

In the following sections, the field-circuit coupling method is 

applied to analyze the above relationship, and an experimental 

verification is carried out. 

III. FIELD-CIRCUIT COUPLING ANALYSIS 

This paper used the finite element method to extract empiri-

cal formulas for calculating RF. First, the iron core was modeled. 

To simulate the initial RF in the iron core, the hysteresis model 

of the iron core was used during modeling. In particular, the J-

A hysteresis model presented in [21] was employed to simulate 

the hysteresis characteristics of the iron core and achieve an 

accurate simulation of its initial RF. The five parameter values 

of the hysteresis model obtained through parameter identifica-

tion were Ms = 1.58 × 106 A/m, a = 4.56 A/m, alpha = 5.67 × 

10-6, k = 8.95 A/m, and c = 0.18. Fig. 6 depicts the research 

objects selected for this study. As shown, S of the iron core is 

0.0016 m2, l of the iron core is 1.92 m, and N of the measuring 

winding is 50.  

Notably, before DC excitation loading, the initial RF needs to 

be preset in the core. In this study, the initial RF was simulated 

by applying a short-term large current to the core. First, a large 

current was applied to the winding so that the magnetic flux of 

the core quickly reached its maximum value. Subsequently, the 

large current was removed, with the static flux in the core being 

the initial RF of the simulation. As shown in Fig. 6, when the 

initial RF is 0.845 T, the magnetic flux inside the core is larger 

than that outside the core. This can be attributed to the shorter 

magnetic circuit length of the inner side and the smaller mag-

netic resistance of the core, which makes the magnetic flux larg-

er. The error between the internal and external magnetic flux 

with regard to the average magnetic flux was less than 0.12%, 

indicating that the distribution of magnetic flux at the RF was 

almost uniform. 

 

1. Selection of Independent Variables 

Fig. 7 traces the waveforms of the preset current, the loaded 

DC voltage, the flux density, and the respond current for PN 

and NP. It is evident that when 𝑖 (𝑡) reaches the steady state 

(the current value is 0.043 A), 𝑖 (𝑡) has not yet reached the 

steady state (the current value is 0.029 A). As a result, the value 

of 𝑖 (𝑡) is greater than that of 𝑖 (𝑡)—consistent with the 

theoretical analysis. Furthermore, Fig. 7 shows that when a posi-

tive voltage is applied, the RF change remains within 0.001 T, 

thus remaining almost unchanged. However, when a negative 

voltage is applied, the RF change is large than that caused by the 

positive voltage. This indicates that while 𝑖 (𝑡) is generated at 

almost the same 𝐵  (0.845 T and 0.846 T), 𝑖 (𝑡) is generated 

at a different 𝐵  (0.845 T and 0.808 T). Therefore, if 𝑖 (𝑡) is 

selected to measure the RF in the iron core, a large error may 

occur in the measurement. However, if 𝑖 (𝑡) is selected, the 

error would be greatly reduced. Therefore, to improve measure-

ment accuracy, this paper considered 𝑖 (𝑡) as the independent 

variable for detecting the RF in the iron core. 

Measuring 
Winding

0.846T0.844T

 
Fig. 6. Square iron core model in finite-element method (FEM).
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2. Selection of Load Voltage 

In Fig. 7(a), the initial RF changes from 0.846 T to 0.819 T, 

with the change rate of negative 𝐵  being 3.19%. Meanwhile, 

in Fig. 7(b), the initial RF changes from 0.845 T to 0.808 T, 

with the change rate of negative 𝐵  being 4.38%. This indi-

cates that the influence of negative voltage on RF is relatively 

obvious in the case of NP. As a result, the maximum range of 

the applied excitation was obtained by analyzing the RF change 

rate under NP. Fig. 8 traces the change in trend of negative 𝐵  

under NP, where parameter k is the ratio of 𝐻  (𝐻 = ∆𝐻) to 

the coercive force 𝐻 , reflecting the influence of the loaded 

voltage on RF. Notably, when k > 0.13, the 𝐵 % exceeds 5%. 

Therefore, this study considers the change in 𝐵  to be less than 

5% when DC voltage is applied. In addition, when 𝐻  is not 

greater than 5% of 𝐻  in Fig. 2, the change in 𝜇  and 𝜇  

may not be very obvious, which may make it impossible to de-

termine the RF direction. Thus, the value of k is selected as 0.05 

to 0.13 of the 𝐻 . 

Based on the ampere loop law, the following equation can be 

formulated: 
 𝐼 ∙ 𝑁 = 𝐻 ∙ 𝑙. (9)
 

The applied 𝑉  can be expressed as follows: 
 𝑉 = 𝐻 ∙ 𝑙 ∙ 𝑅𝑁 . (10)
 

Therefore, when the range of k (k = 𝐻 /𝐻 ) is from 0.05 to 

0.13, the range of the applied 𝑉  can be formulated as follows: 
 0.05𝐻 ∙ 𝑙 ∙ 𝑅𝑁 𝑉 0.13𝐻 ∙ 𝑙 ∙ 𝑅𝑁 . (11)

Furthermore, when the parameters are N = 50, R = 2.32 Ω, 

and 𝐻  = 13 A/m, the range of the applied 𝑉  can be con-

sidered as follows: 
 0.058𝑉 𝑉 0.151𝑉. (12)

 

3. Determination of Best Measurement Time 

According to the determined core material characteristics and 

external circuit parameters, finite element simulation analysis 

was carried out to obtain the respongise current under different 

RFs. Subsequently, the best measurement time for the response 

current was selected to investigate the relationship between dif-

ferent RFs and the response current. 

Fig. 9 shows the waveforms of 𝑖 (𝑡) and 𝑖 (𝑡) at different 

RFs when the voltage is 0.1 V. It is evident that the current val-

ues obtained at different moments are different. This made it 

necessary to analyze the relationship between the current value 

at different moments and the RF. As shown in Fig. 10, when the 

 
Fig. 8. Change rate of negative Br at NP. 
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Fig. 7. The main waveforms in the finite-element method (FEM): (a) PN and (b) NP.
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time is 0.025 seconds, the change in trend of 𝑖 (𝑡) with an 

increase in RF is different under PN than under NP (Fig. 10(a)). 

However, when the time is 0.1 seconds, the change trend of 𝑖 (𝑡) is basically the same for the two cases (Fig. 10(b)). This 

may be attributed to the fact that when positive voltage is ap-

plied, the initial RF is different for both cases, whereas when 

negative voltage is applied, the initial RF remains unchanged. 

This indicates that, while the generated 𝑖 (𝑡) basically remains 

the same, 𝑖 (𝑡) is different in the two cases. Therefore, to accu-

rately calculate the RF in different directions, this paper chose 𝑖 (𝑡) as the measurable variable to calculate the RF in the iron 

core. Furthermore, the best measurement time 𝑡  was selected 

as 0.1 seconds, indicating the moment when the voltage would 

be removed. Notably, at this time, the values of 𝑖 (𝑡) calculated 

from the experiment would be easier to measure and the differ-

ence in current values would also be more obvious. 

After determining the best measurement time for the re-

sponse current, the empirical formula for calculating RF was 

obtained by analyzing the relationship between respond current 

and RF using the data fitting method. Since the basic functional 

form of the fitting formula had already been determined by 

drawing on Eq. (8), only the parameter values had to be deter-

mined. Therefore, considering that the time is 0.1 seconds, the 

voltage is 0.1 V, and the total resistance is 2.32 Ω, the relation-

ship between 𝑖 (𝑡) and 𝐵  can be fitted as follows: 
 𝐵 = 𝑎ln 1 − 23.26 ∙ 𝑖 (𝑡 ) + 𝑏. 

(13)
 

Here, the values for 𝑎 and 𝑏 were obtained by the data fit-

ting method as 0.67 and 1.45, respectively. 

IV. EXPERIMENTAL VALIDATION 

An RF detection platform comprising a square iron core was 

  

(a) (b) 

Fig. 9. Waveforms of ip(t) and in(t) at different residual fluxes: (a) PN and (b) NP. 
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Fig. 10. (a) Relationship between positive respond current and Br at t = 0.025 seconds and (b) relationship between negative respond current and 

Br at t = 0.1 seconds. 
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built to verify the feasibility of the theoretical analysis and the 

accuracy of the proposed method. Fig. 11 shows a photograph 

of the experimental platform, where the tested core ("1") is 

composed of Baosteel B30P105 silicon steel sheets. The materi-

al type was kept consistent with the simulation to ensure the 

accuracy of the test results. Furthermore, a signal generator ("2") 

is employed to generate different square wave voltage signals, 

which can help realize the control of voltage polarity. A power 

amplifier ("3") is used to amplify the applied voltage signal, 

while a switch ("4") is employed to control the turn-on and 

turn-off actions of the detection circuit. The resistor ("5") is 

used to block the current. An oscilloscope ("6") is added to ob-

serve the flow of the current through the windings ("7"). Fur-

thermore, the high-precision current probe N2782B ("8") is 

used to acquire current signals since it can realize accurate cur-

rent detection in the ms or even the μs range. Moreover, Flux-

meter480 ("9") is included in the setup, since it is capable of 

tracking real-time changes in magnetic flux density, with the 

measured magnetic flux being the flux based on the voltage in-

tegration principle. 

The initial RF direction of offline transformers usually remains 

unknown. At this moment, the same positive voltage as the ini-

tial RF polarity can be applied to measure the positive response 

current 𝑖 (𝑡). Subsequently, when applying negative voltage, 

the negative current 𝑖 (𝑡) can be measured. Subsequently, if 

the change rate of the 𝑖 (𝑡) is found to be greater than 𝑖 (𝑡), 𝑖 (𝑡) can be determined to be 𝑖 (𝑡), and 𝑖 (𝑡) as 𝑖 (𝑡), 

which would prove that the iron core has positive RF. If the op-

posite result is achieved, the iron core can be presumed to have 

negative RF. Finally, when 𝑡 = 𝑡 , the value of the negative cur-

rent can be integrated using Eq. (13) to calculate the RF in the 

iron core.  

Fig. 12 shows the voltage and respond current waveforms 

when the preset 𝐵  is 0.846 T. This shows that when the posi-

tive voltage is loaded, 𝑖 (𝑡) is generated, whereas when the 

negative voltage is loaded, 𝑖 (𝑡) is generated. Fig. 13 shows the 𝑖 (𝑡) and 𝑖 (𝑡) at different RFs. It is evident that the change 

rate of 𝑖 (𝑡) is faster than that of 𝑖 (𝑡), as a result of which 

the iron core is determined to have a positive RF. This conclu-

sion also indicates that 𝑖 (𝑡) represents the positive RF direc-

tion and 𝑖 (𝑡) represents the negative RF direction. Further-

more, the above analysis proves the accuracy of the theoretical 

analysis conducted in this paper. 

As shown in Fig. 13, when the time is 0.1 seconds, the voltage 

is removed. At this time, the negative current was measured to 

calculate the RF in the iron core. Therefore, when 𝑡  = 0.1 

seconds, the negative current was measured and then substituted 

into Eq. (13) to calculate the RF in the iron core, represented as 𝐵 . In the case of PN, as shown in Fig. 13(a), when the preset 

RF is 0.922 T, the current value reaches 0.0311 A, with the cal-

culated 𝐵  value being 0.929 T. Compared to the preset 𝐵 , 

the relative error was found to be 0.76%. Meanwhile, in the case 

of NP, as shown in Fig. 13(b), when the preset 𝐵  is 0.935 T, 

the calculated 𝐵  value reaches 0.946 T, with the relative error 

being 1.18%. This indicates that the change rate of RF is greater 

for NP than for PN. As a result, this paper primarily analyzed 

the measurement error in the case of NP.  

Based on [6–8], RF is usually approximated as 0.2–0.7 times 

the saturation magnetic density. Since the saturated magnetic 

density of the iron core material selected for study in this paper 

was about 1.8 T, the RF detection range was determined to be 

0.4 T to 1.2 T. Table 1 shows the experiment results at NP, with 𝐵  indicating the measured RF obtained using the voltage 

integration method [15, 16]. The relative error between the pre-

 

 

Fig. 11. The experimental platform. 

  

(a) (b) 

Fig. 12. Waveforms of applied DC voltage and measured current when Br is 0.846 T: (a) PN and (b) NP. 
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set RF and 𝐵  is expressed as 𝜀 %, while the relative error 

between the preset RF and 𝐵  is expressed as 𝜀 %. The max-

imum 𝜀 % is within 5%, which is less than the 𝜀 % obtained 

using a different preset 𝐵 . This result highlights that the accu-

racy of the proposed method is higher than that of the voltage 

integration method. 

Fig. 14 presents a comparative analysis of the simulation and 

experimental results at different RFs. It is observed that the var-

iation trend of the experimental results is largely the same as 

that of the simulation results. Furthermore, the measurement 

error indicated that the proposed detection method exhibits a 

certain feasibility. Compared to existing detection methods [15–

20], the proposed method was able to not only judge the RF 

direction, but also accurately detect the RF value. In addition, 

since the RF generation mechanism is closely related to varia-

tions in the differential permeability at the RF, the differential 

permeability may be significantly reflected by the measured re-

sponse current. Furthermore, the proposed method can be ap-

plied for RF detection in other power equipment composed of 

iron cores, indicating its wide applicability. 

V. CONCLUSION 

In this paper, an indirect RF detection method for power 

transformer cores is proposed based on the different polarities of 

  

(a) (b) 

Fig. 14. Comparison of error results: (a) PN and (b) NP. 

Table 1. Experiment results at NP 

Preset RF (T) in (A) Br1 (T) Br2 (T) ε1% (%) ε2% (%)

0.548 0.0229 0.569 0.494 3.87 -9.81

0.635 0.0243 0.646 0.575 1.67 -9.40

0.678 0.0251 0.686 0.619 1.14 -8.77

0.800 0.0272 0.781 0.729 -2.37 -8.88

0.847 0.0285 0.834 0.776 -1.55 -8.42

0.895 0.0298 0.883 0.821 -1.36 -8.24

0.935 0.0316 0.946 0.857 1.12 -8.35

0.961 0.0324 0.970 0.877 0.95 -8.71
 

(a) (b) 

Fig. 13. Waveforms of measured currents at different residual fluxes: (a) PN and (b) NP.
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respond currents. The proposed method was able to accurately 

identify RF polarity and conduct a quantitative detection of the 

RF value. In particular, RF polarity was determined by compar-

ing the change rates of different polarities of response currents. 

Furthermore, the relationship between the RF and the negative 

response current was constructed using the field-circuit coupling 

method to realize the quantitative detection of the RF value. The 

experimental results exhibited an accuracy that reached 5%, 

which is higher than the accuracy achieved by the existing meth-

ods. Notably, since transformer cores composed of different 

structures use different empirical formulas for RF calculation, 

their corresponding empirical formulas need to be extracted 

based on the presented method. The method proposed in this 

paper can also be applied to detect RF in other power equipment 

cores characterized by closed magnetic circuit structures. 
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I. INTRODUCTION 

Microstrip patch antennas—widely used due to their low 

profile, compact size, and conformal design—are highly suitable 

for wearable applications, such as patient monitoring, sports 

activities, security, and firefighting. In patient monitoring appli-

cations, transmission and reception involving high data rates are 

necessary for various on-body/off-body devices. However, since 

microstrip antennas usually have a narrow bandwidth, they are 

insufficient for use in such wearable applications. Nonetheless, 

various techniques for bandwidth enhancement have been pro-

posed in the literature. For instance, the use of a double U-

shaped defective ground structure [1], folded defects [2], and L-

shaped defects [3] have all been proposed for bandwidth im-

provement. Furthermore, stripline and L-shaped probes have 

been used to feed multilayer structures [4]. Some studies have 

also employed sequential phase feeding methods for bandwidth 

enhancement [5, 6]. In addition, using capacitive coupling with 

a small disc on top offered improvements in bandwidth in [7], 

while introducing multiple slots on a patch close to the resonant 

frequency also had the same effect [8, 9]. Similarly, implement-

ing two parasitic patches in the annular area helped improve 
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bandwidth [10], and so did a coplanar waveguide-fed antenna 

using modified ground [11]. Other proposed methods for 

bandwidth improvement include using a vertical coupling-based 

method with modified ground [12], and employing the dual 

resonance method using ethylene-vinyl acetate (EVA) foam as 

substrate [13]. Furthermore, the literature has attempted to im-

prove antenna performance by experimenting with different 

substrate materials created using EVA foam and plastic poly-

mers [14]. In addition, different techniques for realizing multi-

band operations have been explored, such as employing two 

stacked patches operating at two different frequencies [15], us-

ing three independent radiators that are switched using PIN 

diodes to operate at 1.575 GHz for global positioning systems 

(GPS) and at the 2.45 GHz and 5.2 GHz industrial, scientific, 

and medical (ISM) bands [16], and implementing a loop in-

spired dual/triple band operation that uses switching by PIN 

diodes for the 4G, 5G, and X bands [17]. In modern wireless 

applications, the use of reconfigurable antennas is preferred due 

to their ability to radiate more than one pattern at different fre-

quencies and polarizations. For instance, [18] reported frequency 

and polarization reconfiguration using PIN switching diodes for 

L1, worldwide interoperability for microwave access (WiMAX), 

wireless local area network, and mobile bands. Frequency recon-

figuration for multi-bands using microelectromechanical system 

(MEMS) switches has also been demonstrated in [19, 20]. A 

liquid dielectric-controlled polarization reconfigurable antenna 

for radio frequency identification has been proposed in [21], 

while stub switching by employing PIN diodes has been rec-

ommended for frequency reconfigurability in [22]. In addition, a 

frequency reconfigurable planar inverted-F antenna for GSM 

850/900 and UMTS 2100 was presented in [23]. 

In this work, stacked layers and multiple slots near the reso-

nant frequency are combined to improve the bandwidth of a 

wearable antenna. The upper patch bearing resonant slots pro-

vides the desired bandwidth enhancement. Moreover, low-cost 

flexible EVA foam material is used as the substrate and copper 

tape is used as the patch, while frequency reconfigurability is 

incorporated using a PIN diode. Finally, the antenna structure 

was tested and validated for wearable applications using an 

equivalent human body model. 

II. ANTENNA DESIGN 

The dimensions of the proposed antenna were calculated us-

ing standard Eqs. (1)–(3) for microstrip design [24], as noted 

below: 
 𝑊 𝑐2𝑓 𝜀 12 , 

(1)

𝜀 𝜀 12 𝜀 12 ⎣⎢⎢
⎡ 11 12 ℎ𝑤 ⎦⎥⎥

⎤, 
(2)

 

𝐿 𝑐2𝑓 𝜀 0.824ℎ 𝜀 0.3 𝑤ℎ 0.264𝜀 0.258 𝑤ℎ 0.8 , 
(3)

 

where 𝑊 is the width of the antenna, 𝐿 is its length, 𝜀  indi-

cates the relative permittivity of the substrate, 𝜀  refers to the 

effective permittivity, h is the thickness of the substrate, 𝑓  de-

notes the resonant frequency, and 𝑐 is the velocity of light. 

Notably, the antenna was simulated using the CST Microwave 

Studio. Its ground plane, created using copper material, had di-

mensions of 62 mm × 58 mm × 0.05 mm, while the substrate 

material was EVA foam having a relative permittivity of 1.2, loss 

tangent of 0.02, and size of 62 mm × 58 mm × 1.65 mm. The 

patch consisted of a copper tape of size 24.64 mm × 21.33 mm × 

0.05 mm. A slot of size 8 mm × 11.66 mm was cut into the patch. 

Furthermore, a feed line of size 15.3 mm × 3 mm was used to 

excite the patch. The spacing between the feed and the patch was 

optimized to 2.5 mm on the left and right sides and 1.7 mm on 

the top of the feed. The basic antenna design is presented in Fig. 1. 

III. EVOLUTION OF ANTENNA DESIGN 

The EVA foam substrate (thickness = 1.65 mm) was chosen 

for the proposed antenna because it is flexible and suitable for 

wearable applications, owing to its electrical and mechanical 

properties. First, the basic antenna with an EVA foam substrate 

of height 1.75 mm was designed for the 5.8 GHz frequency 

band. Energy was fed into the patch as coupling by the feed line. 

However, the bandwidth obtained at this frequency was 122 

MHz, which is narrow and insufficient for high data rate 

transmission/reception. Therefore, for bandwidth enhancement, 

 
 

Fig. 1. Geometry of a basic antenna. 
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another patch was placed onto the first patch. As shown in Fig. 

2(a), an upper patch of size 23 mm × 20 mm × 0.05 mm is 

placed at a height of 8.25 mm from the first patch, with air be-

ing the dielectric in the gap. Notably, since the thickness of the 

upper patch was 0.05 mm, it was difficult to suspend it in air 

and keep it parallel to the lower patch. Therefore, expanded 

polyurethane foam with a relative permittivity of 𝜀  = 1 was 

used in the air gap to support the upper patch. Consequently, 

the bandwidth increased to 203 MHz. Furthermore, two slots 

of equal size (4 mm × 4 mm) were created at the center of the 

upper patch, as shown in Fig. 2(b), with the spacing between 

them being 9 mm. The size of the slots and the upper patch 

were optimized to attain an enhanced bandwidth. Due to the 

creation of slots on the upper patch, the overall bandwidth in-

creased to 223 MHz at a resonant frequency of 5.8 GHz. The 

flowchart of the entire fabrication process is shown in Fig. 2(c), 

and the antenna dimensions are noted in Table 1. 

IV. RESULTS AND DISCUSSION 

1. Antenna without Upper Patch 

First, the antenna created using only the first layer of the 

patch, as shown in Fig. 1, was simulated. The obtained antenna 

parameters, along with proximity coupling, were S11 = -45 dB 

at 5.8 GHz, bandwidth = 122 MHz, directivity = 8.9 dBi in 

the broadside direction, side lobe level = -14.3 dB, half power 

beam width (HPBW) = 67.7°, front-to-back ratio = 17.62 dB, 

and maximum gain over frequency = 4.78 dBi. 

 

(a) (b) 

 

 

(c)  

Fig. 2. Geometry of the antenna structure: (a) antenna with upper patch, (b) antenna with slots in the upper patch, and (c) flowchart of the design.
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2. Antenna with Upper Patch 

To achieve further enhancement in bandwidth, modifications 

were implemented on the upper patch. Two slots were added to 

the upper patch, and their locations were optimized to help 

widen the bandwidth. The parameters obtained for this antenna 

were S11 = -29 dB at 5.8 GHz, bandwidth = 223 MHz, far-

field directivity = 9.32 dBi, sidelobe level = -13.1 dB, HPBW 

= 58.7°, maximum gain over frequency = 5.0 dBi, and front-

to-back ratio = 19.66 dB. A comparison of the simulated S11, 

directivity, and gain for all three stages of antenna evolution 

(basic patch, incorporation of the upper patch, and slots) is illus-

trated in Fig. 3(a), 3(b), and 3(c), respectively. Notably, a minor 

tilt in the radiation pattern of the antenna was observed when 

the upper patch was introduced over the lower patch. This can 

be attributed to the phase difference between the waves radiated 

from the two patches—the path length between both patches 

created the phase difference. The related parameter values are 

summarized in Table 2. As shown in Fig. 3(d), the bandwidth 

of the antenna without slots on its upper patch is 203 MHz. 

Subsequently, upon adding slots onto the upper patch, the 

bandwidth increased to 223 MHz, as shown in Fig. 3(e). 

Measurements were performed using N-5247A vector network 

analyzer (VNA) from Agilent Technology, the results of which 

were in good agreement with the simulation results. A comparison 

of the simulated and measured S11 and gain on a single band is 

shown in Fig. 4(a) and 4(b), respectively. The simulated S11 is -29 

dB at the center frequency, while the polar gain pattern shows that 

most of the radiation occurs in the broadside direction, with very 

low radiation in the backward direction, showing a low level of 

sidelobes. This type of directional radiation pattern is best suited for 

body-centric communication. The curves depicted in Fig. 4(c) 

show simulated directivity of 9.32 dBi, gain from 5.0 dBi to 7.1 dBi, 

and radiation efficiency from -2.0 dB to -1.5 dB in the operating 

band. A photograph of the fabricated antenna is presented in Fig. 5. 

An equivalent electrical circuit diagram of the geometry shown in 

Fig. 2(b), created using ADS software, is presented in Fig. 6(a). 

The pass band signifies S11 responses below -10 dB at the resonant 

frequency, while the stop bands signify responses above -10 dB. 

To obtain the values of lumped components, first the quality 

factor was calculated using the bandwidth and resonance fre-

quency. Subsequently, the values of the lumped components 

were calculated based on basic electrical theory. Notably, the 

calculated component values satisfied the 5.8 GHz resonant 

frequency. Furthermore, the S11 data generated by CST soft-

ware were simulated using ADS software to compare the S11 

values, as shown in Fig. 6(b). It is observed that the S11 results 

produced by ADS are similar to those produced by CST, show-

ing an error of 0.5% in the bandwidth. Therefore, using ADS 

software, the proposed design was successfully validated. 

 

3. Frequency Reconfigurability 

A simple and widely used technique for achieving frequency 

reconfigurability involves the use of PIN diodes to switch antenna 

geometry patterns. As shown in Fig. 7(a), a PIN diode is placed 

between the left edge of the feed line and the patch. The diode 

can be switched ON/OFF through appropriate biasing, as shown 

in Table 3. Therefore, when the diode is reverse-biased (Mode-1), 

the feed line is not directly connected to the patch, and energy is 

fed as a coupling. The antenna resonates at 5.8 GHz frequency to 

attain an enhanced bandwidth of 223 MHz. When the diode is 

forward-biased (Mode-2), the feed line is directly connected to 

the patch on the left side. The structure is then reconfigured, and 

the antenna carries out dual-band operations at both the 4.27 

GHz and 5.8 GHz frequencies simultaneously.  

The PIN diode BAR 64-03W E6327 from Infineon Tech-

nology was used in this study. The specifications of this PIN 

diode are as follows: forward voltage = 0.8–1.1 V, forward cur-

rent = 10–100 mA, forward resistance = 2.1Ω, reverse-biased 

capacitance = 0.20 pF, and reverse biased resistance = 3.4 kΩ. 

The simulated and measured S11 in the dual band is presented in 

Fig. 7(b). The bandwidth attained in the single band (Diode 

OFF) mode was 223 MHz (5.651–5.874 GHz) at the resonant 

frequency of 5.8 GHz. In ON mode, the antenna exhibited dual 

band characteristics, attaining a bandwidth of 110 MHz (4.210–

4.320 GHz) at 4.27 GHz (WBAN) and a bandwidth of 105 

MHz (5.760–5.865 GHz) at 5.8 GHz (ISM). Although the 

antenna was primarily designed for the 5.8 GHz band for bio-

medical applications, the reconfiguration mode enabled an addi-

tional band at 4.27 GHz while maintaining the original band at 

5.8 GHz with 50% bandwidth. Such dual-band characteristics 

are useful for short-range communication, since bandwidths of 

20/40/80/160 MHz are also adopted for body area network ap-

plications. Fig. 7(c) shows that the radiation efficiency is -2.3 

dB at 4.27 GHz and -5.0 dB at 5.8 GHz in dual band mode. 

Furthermore, the VNA measurement setup is shown in Fig. 7(d), 

while the diode equivalent diagram is presented in Fig. 8. In the 

forward-biased condition, a resistance of 2.1 Ω and inductance of 

1.8 nH formed a series circuit. In reverse-biased conditions, a 

Table 1. Antenna dimensions (unit: mm)

Structure Length Width Thickness

Ground plane L1 = 58 W1 = 62 0.05

Substrate L1 = 58 W1 = 62 1.65

Lower patch L3 = 21.33 W3 = 24.64 0.05

Patch slot L4 = 11.66 W4 = 8 -

Feed L5 = 15.3 W5 = 3 0.05

Upper patch L2 = 20 W2 = 23 0.05

Slots on upper patch 4 4 -
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capacitance of 0.2 pF and resistance of 3.4 kΩ formed a shunt 

circuit. The phase curves in Fig. 9(a) show that the phase is zero 

at both resonant frequencies. The Z11 (impedance) curve in Fig. 

9(b) indicates that the input impedance of the antenna is 51.3 Ω 

at 4.27 GHz and 5.8 GHz resonant frequencies, which is close 

to the reference impedance of 50 Ω. The current distribution in 

the dual-band operation of both patches is shown in Fig. 9(c). 

The simulated and measured radiation patterns at the dual band 

frequencies are depicted in Fig. 9(d) and 9(e). 

4. Effects of Feed Width Variation 

The effects of variations in the width of the feed line on an-

tenna performance are depicted in Fig. 10. It is evident that an 

increase in the width of the feed line leads to an increase in the 

gain of the antenna, while the resonant frequency remains con-

stant up to a certain width and then increases sharply. Mean-

while, the directivity increases, exhibiting only slight variations, 

and the front-to-back ratio remains almost constant, with very 

slight variations. 

 

(a) (b) 

 
 

(c) (d) 

 

 

(e)  

Fig. 3. Antenna parameters: (a) S11 (dB), (b) directivity (dBi), (c) gain (dBi), (d) bandwidth with upper patch, and (e) bandwidth with slots on the upper patch.
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5. Effects of Ground Plane Size Variation 

The results of the simulations conducted on the antenna using 

different ground plane sizes are shown in Fig. 11. As the ground 

plane size increases, the bandwidth remains constant, exhibiting 

only minor variations of 0.86 MHz. Furthermore, the resonant 

frequency increases to reach a maximum of 10 MHz from 5.8 

GHz. Directivity increases at a faster rate initially, but remains 

almost constant as the ground plane size increases. 

A comparison of the current work with previous related re-

search is presented in Table 4, showing the values achieved by 

each proposed antenna in terms of antenna size, frequency, 

bandwidth, gain, material, and application in the wireless body 

area network. Among the reported works, some antenna struc-

tures are large, with complex array designs that are able to attain 

a low percentage of bandwidth enhancement. In contrast, the 

proposed work achieved a high percentage of bandwidth en-

hancement and substantial gain using a simple design that is 

small in size and involves a low-cost, flexible substrate. 

 

(a) (b) 

 

 

(c)  

Fig. 4. Antenna parameters: (a) simulated and measured S11 on single band, (b) polar plot of the simulated and measured gains, and (c) simulated 

directivity (dBi), gain (dBi), and radiation efficiency (dB).

Table 2. Antenna parameters 

Antenna parameter 
Antenna without  

upper patch

Antenna with slots 

on the upper patch

Front-to-back ratio 17.46 19.66

S11 (dB) -45 -29

Gain (dBi) 4.78 5.0

Bandwidth (MHz) 122 223

Directivity (dBi) 8.9 9.32

Sidelobe level (dB) -14.3 -13.1
 

 
 

 

(a) (b)

Fig. 5. The fabricated antenna: (a) without upper patch and (b) with 

upper patch.
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V. SAR CALCULATION 

A wearable antenna is usually used along with on-body devic-

es, which are responsible for establishing communication be-

tween the on-body and off-body devices for patient data trans-

mission. For this kind of communication, the radiation pattern 

must be directional and propagate away from the body. Moreo-

ver, radiation directed toward the body is hazardous and, there-

fore, must be minimized. The simulated 3-dimensional radia-

tion depicted in Fig. 12(a) shows that the radiated field is in the 

broadside direction, while minimal radiation is present in the 

back direction toward the body. Furthermore, to calculate the 

specific absorption rate (SAR), an equivalent human body mod-

el of size 94 mm × 90 mm × 70 mm was considered, as shown in  

 

(a) (b) 

Fig. 6. (a) Equivalent circuit, and (b) comparison of S11 between CST and ADS. 

 

 

(a) (b) 

 
 

(c) (d) 

Fig. 7. (a) PIN diode connection, (b) simulated and measured S11 in the dual band mode, (c) radiation efficiency in the dual band mode, and (d) 

VNA measurement setup. 
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(a) (b) 

 

 

(c) (d) 

 

 

(e)  

Fig. 9. Dual band parameters: (a) phase curve, (b) impedance curve, (c) current distribution over patches, (d) radiation pattern at 4.27 GHz, and (e) 

radiation pattern at 5.8 GHz. 

  

(a) (b)

Fig. 8. Diode equivalent diagram: (a) ON state and (b) OFF state.

Table 3. Frequency switching 

Mode of  

operation 

State of  

diode 

Resonant 

frequency 

(GHz) 

S11 (dB)

Simulated Measured

Mode-1 OFF 5.80 -29.0 -17.0

Mode-2 ON 4.27 -14.5 -16.0 

  5.80 -16.0 -14.0
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Fig. 12(b). The thickness of the skin, fat, and muscle layers was 3 

mm, 7 mm, and 60 mm, respectively. The dimensions and elec-

trical parameters of the cubic human body model are noted in 

Table 5 [25]. The antenna was kept 2 mm away from the body 

model to provide space for wearable clothes. The calculated re-

sults presented in Fig. 12(c) show that the SAR value is 0.145 

W/kg for 10 gram of tissue, which is well within the limits of 

the SAR value (2 W/kg for 10 gram tissue) prescribed by the 

Federal Communications Commission and the International 

Commission on Non-Ionizing Radiation Protection [26, 27].  

 

Fig. 10. Effects of feed width variation. 

Table 4. Comparative study with past research 

Study 
Antenna size,  

l × b × h (mm)

Resonant frequency  

(GHz)

Enhancement of 

bandwidth (%)
Gain (dBi)

Material of  

substrate 
Application bands

Chiang and Tam [1] 98.1 × 60.4 × 15.7 0.790–2.060 112 - RO4003 GSM 

Kumar and Guha [2] 60 × 60 × 1.575 10.00 22 6.9 RT/duroid  

5870 

- 

Chakraborty et al. [3] 17.4 × 14.4 × 1  

4 × 4 array 

53–71 29 17.1 LTCC - 

Wang et al. [4] 95.54 × 95.54 × 1.89 

2 × 2 array 

5.2–6.3 12.7 12 Teflon ISM 

Deng et al. [5] 50 × 50 × 1.524  

3 × 3 array 

5.13–6.24 12.9 9.8 Rogers 5880 ISM 

Wu et al. [7] 40 × 40 × 1.6 2.45 6.26 5.32 FR4 ISM 

Luzon and Gerasta [8] 80 × 55 × 1.6 1.6 70.8 2.0 FR4 GPS 

Munir et al. [9] 150 × 150 × 1.6 3.06 6 2.7 FR4 - 

Mao et al [12] 34 × 34 × 1.6 1.8/3.5/5.2/5.8 - 1.7–4.4 FR4 GSM/ISM 

Wang et al. [13] 250 × 250 × 8 0.430 5.2 4.36 EVA Foam - 

Sung [15] 50 × 50 × 0.8 2.45/4.27 14.35 3.17/3.83 FR4 ISM 

Kanagasabai et al. [16] 26 × 25 × 0.2 1.575/2.45/5.2 1.83–3.17 3.6–4.04 Rogers  

RO4003 

ISM 

Rasool et al. [17] 50 × 55 × 1.6 2.21/3.42/4.85/8.02/10.19 - 4.09 FR4 4G, 5G, and X 

George and Lili [18] 40 × 40 × 2.5 1.6/2.4/2.5 2.4–3.2 1.96–5.2 Rogers  

6010LM 

L1/WiMAX/ 

Sat Com

Hassan et al. [19] 32 × 98 × 1 0.6/1.8/2.4/3.5/5.5 - 5.14 FR4 GSM/ISM/ 

WiMAX

This work 62 × 58 × 10 4.27/5.8 82.85 5.0–7.1 EVA foam C and ISM 

 

Fig. 11. Effects of ground plane size variation. 
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Furthermore, the back radiation was calculated in accordance 

with Eq. (4) as the ratio of the radiated power in the back hemi-

sphere from the antenna to the total radiated power, which can 

be expressed as follows: 
 

Back radiation % |𝐸| sin𝜃𝑑𝜃𝑑𝜙/ |𝐸| sin𝜃𝑑𝜃𝑑𝜙 100. 
(4)

 

Here, 𝐸 is the electric field, 𝜃 is a variation of the angle of 

the electric field in the vertical plane, and 𝜙 is a variation of the 

angle of the electric field in the horizontal plane. 

VI. BENDING EFFECTS 

An equivalent cylindrical structure that accounts for the air 

gap and the skin layer of the body was created, as shown in Fig. 

13(a). The outer cylinder with 2 mm thickness represents the air 

gap, while the inner cylinder with 3 mm thickness represents the 

skin layer. The bending effects of the antenna were studied by 

placing it on the surface of the cylinders with different radii. The 

results of S11 based on the different radii are shown in Fig. 13(b). 

It was observed that the resonant frequency of the antenna 

drifted toward the higher side, while the return loss became 

poorer, as the radius (R) of the cylinder increased. However, no 

significant effect on the radiation pattern and efficiency of the 

antenna was observed due to bending. 

VII. CONCLUSION 

This work proposes a simple design for a low-cost frequency 

reconfigurable dual-band antenna that can be used to establish 

wireless connectivity between on-body and off-body devices, 

enabling data transmission from the patient’s body to other re-

mote monitoring places. Substantial gain, bandwidth, and di-

rectional radiation patterns are the primary requirements of 

 

(a) (b) 

 

 

(c)  

Fig. 12. A 3D radiation and SAR calculation: (a) structure of the transparent 3D radiation pattern, (b) equivalent human body model, and (c) on-

body measurement. 

Table 5. Dimensions/electrical parameters of the equivalent human 

body model 

Dimensions/electrical parameter Skin Fat Muscle

Length, L (mm) 94 94 94

Width, W (mm) 90 90 90

Height, H (mm) 3 7 60

Relative permittivity 35 4.9 48.5

Conductivity (S/m) 3.7 0.2 4.9

Mass density (kg/m³) 1,090 930 1,050
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high-rate data transmissions in biomedical telemetry. Exhibit-

ing enhanced bandwidth and directional radiation, the proposed 

antenna met all these requirements. Furthermore, the antenna 

achieved low back radiation toward the body, a high front-to-

back ratio, and a very low SAR value, all of which are highly 

desired parameters for wearable applications. A parametric 

study was conducted to understand the effects of variation in 

dimension on the parameters of an antenna. The physical prop-

erties of the EVA foam substrate and the stability of the anten-

na parameters, such as resonant frequency, bandwidth, directivi-

ty, and front-to-back ratio, under body loading conditions make 

it suitable for telemetry applications. 
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I. INTRODUCTION 

The 5G wireless communication networks are considered 

suitable candidates for next-generation cellular systems owing to 

growing traffic in the existing 4G spectrum and demand for 

high data rates. Recently, 5G commercial services have been 

deployed in South Korea and the United States. In America, the 

provision of C-band services at 3.7–3.98 GHz is already un-

derway, beginning with small-cell services in the millimeter 

wave band.  In this context, to ensure a successful network 

equipment business, high-performance base stations that pro-

duce high yields need to be mass-produced at low cost.  

 For C-band services, massive multi-input multi-output (MIMO) 

is a major technology that has the potential to improve the reliabili-

ties of data links as well as performances related to the capacity and 

user experience of 5G-enhanced mobile broadband using hundreds 

of large antenna arrays in a base station [1]. In particular, MIMO 

systems apply highly directed radiation beams through adaptive 

beamforming and signal processing algorithms to different pairs of 

antennas using active antenna systems (AASs) [2]. 

Notably, the passive antenna beam patterns in legacy cellular 

systems are fixed, and they are shaped to transmit signals uni-

formly within the coverage direction. 

In contrast, AASs comprising multiple antenna elements can 

transmit and receive signals through beams with narrow beam-

widths and high gains. In addition, such systems can adjust the 

amplitude and phase of each transmitted/received radio fre-

quency chain to dynamically control the beam direction toward 

the location of the desired user, resulting in significant through-

put and efficiency improvements [3]. 
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Abstract 
 

This paper presents a large-scale base station antenna assembly structure that is low-cost, reliable, and easy to manufacture. The antenna 

element is composed of a low-loss liquid crystal polymer based on a plastic molded module and a modified wideband stacked patch anten-

na. The base station antenna consists of a 4 × 8 antenna module, with each module comprising 3 × 1 subarrays along with dual-polarized 

antenna elements. The antenna element achieved an efficiency of 91% and an impedance bandwidth of 1.14 GHz within a height of 10 

mm at 3.7 GHz. Furthermore, the fabricated array antenna structure was tested and verified to have an effective isotropic radiated power 

of 75.6 dBm at boresight and a steering range of less than ±60°. Therefore, the proposed structure meets the required antenna and 

beam-forming performance for commercial 5G active antenna systems. 
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Fig. 1 presents an example of the antenna configuration of an 

active antenna system for a massive MIMO. In terms of the de-

velopment cost and angular coverage of the cell, applying inde-

pendent digital beamforming to every antenna element would be 

inefficient. Hence, a single transmit/receive chain, including a 

power amplifier and a low-noise amplifier, is connected to a 

group of antennas, called a subarray. The subarray consists of 

three antenna elements, with each antenna element having two 

polarizations—positive polarization (P pol.), which is tilted by 

+45° relative to the vertical axis, and negative polarization (N 

pol.), which is tilted by -45°. Since a signal input is necessary for 

each polarization, each subarray bears two input ports. Therefore, 

an entire array antenna comprises multiple subarrays as its array 

element. In particular, four vertical columns of subarrays and 

eight horizontal rows of subarrays create the entire array. Fig. 1(b) 

shows the configuration of a simple radio structure in AASs, 

which is connected to an antenna. The active antenna system is 

composed of 64 transceiver chains, each of which should deliver 

a precise and stable amplitude and phase to the antenna in vari-

ous environments to create the desired beam-forming pattern. 

Furthermore, the calibration network serves to calibrate the am-

plitude and phase of the signal transmitted to the antenna. 

In recent years, increasing demand for broadband dual-

polarized antennas characterized by a compact and planar con-

figuration has been observed, owing to their low cost, ease of 

manufacturing, and system integration. To address this demand, 

many dual-polarized base station antennas have been proposed 

to achieve broadband and dual-polarization performance, includ-

ing antennas that involve modifying the dipole structure [4–6] 

and patch antennas using an L-probe feed and a meander line 

feed [7–11]. Notably, a double-layered stacked patch antenna has 

also been proposed in the literature for attaining a broad imped-

ance band and flat gains [12]. Although these antennas exhibit 

broadband characteristics, they tend to have high antenna height 

and a mechanically complex structure—features that discourage 

mass production—since most of them have been produced with 

a focus on the performance of a single antenna element. 

In this regard, liquid crystal polymers (LCPs) with low die-

lectric constant and low loss tangent have been proposed for use 

in circuit devices, module packaging, and flexible antenna arrays 

[13, 14]. Notably, LCPs are attractive materials for use in anten-

nas due to their low water absorption and low dielectric losses. 

In this paper, a novel low-profile, broadband, dual-polarized 

antenna structure is proposed for low cost and easy manufactur-

ing of large-scale AASs for base stations. The proposed antenna 

is composed of 96 antenna elements with dimensions of 360 

mm × 930 mm × 10 mm. Furthermore, a low-loss LCP-based 

plastic molding substrate is employed to easily fabricate a 3D 

fixture for the flexible 3D design of the antenna and feed line, as 

well as to reduce costs for fabricating two subarray-based mold-

ing modules compared to the costs involved in using a large-

scale printed circuit board (PCB) substrate.  

The proposed antenna operated efficiently in the C-band 

from 3.7 to 3.98 GHz. Furthermore, its performance was veri-

fied by comparing simulation results. The verification results 

confirmed that the novel plastic molding structure proposed in 

this study can be employed for the mass production of large-

scale antennas, thus satisfying the cost reduction requirements as 

compared to antennas based on PCB. 

II. 3 × 1 SUBARRAY ON PLASTIC MOLDED MODULE 

A basic plastic molding antenna element for large-scale 

MIMO systems at 3.7 GHz is presented in Fig. 2. A single 

 

(a) (b) 

Fig. 1. An example of active antenna systems for massive MIMO radio configuration: (a) array antenna and (b) a simple radio structure. 
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antenna element consists of two stacked patches—a lower patch 

and an upper patch—that are floated on a plastic molding sub-

strate while maintaining a constant gap between the lower 

stacked L-shaped coupled feed. The stacked patches were used 

to obtain a wide impedance bandwidth, which was satisfied 

when the upper patch was sufficiently floated from the lower 

patch for loose coupling. Furthermore, two resonant frequencies 

were placed closely to achieve wideband impedance using a rela-

tively thick antenna.  

When the distance between the upper and lower patches was 

decreased to lower the height of the antenna, strong coupling 

was observed, resulting in a wider separation between the two 

resonance frequencies. This led to some frequency regions be-

tween the two resonance frequencies failing to meet S11 < -10 

dB. To address this issue, this paper proposes a structure in 

which a slot is made in the lower patch to reduce coupling while 

also narrowing the distance between the upper and lower patch-

es. The length and width (wup) of the upper patch in Fig. 2(c) 

are 26 mm, while those (wlow) of the lower patch are 21 mm. 

Furthermore, the size (wslot) of the hole in the lower patch is 11 

mm. The upper patch and lower patch are located 10 mm and 6 

mm above the ground, respectively, while the feed is placed 5 

mm above the ground. The upper and lower patches are sup-

ported by a plastic mold while also keeping an air gap between 

the patches. The feed line is raised 12 mm away from the center 

of the antenna, with the length of the feed line coupled with the 

lower patch being 5 mm. 

The LCP material, which was used as the primary material for 

constructing the plastic structure, acted as a position fixture, as 

well as the substrate of the antenna and the feed line. This mate-

rial was chosen because it allowed relatively easy fabrication of 

molding for mass production, was characterized by good thermal 

management in the molding process, and exhibited low loss 

characteristics for high radio frequency (RF) performance, such 

as insertion loss and antenna efficiency, as shown in Table 1. 

Table 1. Comparison of various types of materials for the molded module

Material Permittivity Loss tangent HDT (°) Price

DS-7409 3.2 0.0025 400 High

LCP 3.7 0.0023 305 Mid.

PPS 4.1 0.0045 270 Mid.

PC 2.7 0.012 130 Low

LCP = liquid crystal polymer, PPS = polyphenylene sulfide, PC = 
poly carbonates, HDT = heat deflection temperature.

 

(a) (b) 

 

(c)  

Fig. 2. Structure of the proposed antenna element: (a) 3D view, (b) side view, and (c) each part of the antenna structure. 
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Furthermore, compared to conventional fabrication processes 

based on large-scale PCBs for large-sized antennas, the pro-

posed module has a relatively small size and could be repeatedly 

assembled on the metal ground to from a large-scale antenna. 

In the absence of a hole (wslot = 0) in the lower patch of the 

structure depicted in Fig. 2, the input impedance is simulated 

based on the height of the upper patch. Fig. 3(a) shows a Smith 

chart, while Fig. 3(b) depicts the magnitude of S11 with respect 

to frequency. It is evident that as the height of the upper patch 

increases, the coupling between the upper and lower patches 

decreases, ultimately leading to a reduction in the size of the 

resonance circle formed on the Smith chart. Additionally, the 

second resonant frequency declines as the coupling decreases. 

When the two resonance frequencies are located close to each 

other, an S11 < -10 dB is obtained over the entire frequency 

band. Therefore, although increasing the height of the upper 

patch is favorable from the perspective of bandwidth, it results 

in the disadvantage of thickening the antenna. 

To reduce coupling without increasing the thickness of the 

antenna, a hole was introduced in the lower patch. The simulat-

ed S11 values when using varying hole sizes (wslot) for the same 

antenna structure as in Fig. 2 are presented in Fig. 4. As shown 

in Fig. 4(a), an increase in hole size leads to a decrease in cou-

pling, resulting in a smaller resonant circle on the Smith chart. 

Additionally, Fig. 4(b) shows that the second resonant frequen-

cy also declines as the hole size increases. This indicates that the 

introduction of holes in the lower patch results in reduced cou-

pling with the upper patch without having to increase its height. 

The shift in the position of the resonance circle on the Smith 

chart occurs because increasing the hole size in the lower patch 

leads to a lowering of the patch’s resonant frequency. In this 

context, impedance matching and other related factors can also 

be optimized by adjusting the length of the L-probe. The S11 of 

the proposed antenna is traced by the blue dash-dotted line in 

Fig. 4, achieving a 1.14 GHz (3.32–4.46 GHz) impedance 

bandwidth. 

Fig. 5 illustrates the simulated realized gain in terms of differ-

ent frequencies. Within the impedance bandwidth of 3.32–4.46 

GHz, the antenna gain varies between a minimum of 8.1 dBi 

and a maximum of 9.5 dBi. Moreover, the antenna gain over 

various frequencies reveals considerable wideband performance 

for a single element. 

 
 

(a) (b) 

Fig. 3. Simulated S11 of the antenna element for different heights of the upper patch; (a) Smith chart and (b) magnitude in dB. 

 

 
 

(a) (b) 

Fig. 4. Simulated S11 of the antenna element for different hole sizes of the lower patch; (a) Smith chart and (b) magnitude in dB.
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To enrich the distribution of the radiated power within the 

coverage area and to reduce interference from the upper region, 

a 6° electronically down-tilt beam is required in the vertical di-

rection of the base station antenna. For a 6° down-tilt beam in 

the vertical direction, the phase difference at each feed network 

for a subarray should be about 36°. Notably, a 3 × 1 subarray in 

the vertical direction would be more efficient than using three 

single antennas for independent digital beamforming and RF 

chains even the vertical beamforming range of the antenna is 

limited to a specified range. 

When determining the distance between the vertical antennas, 

the vertical beamforming range and increment of gain should be 

carefully considered as the main specifications of the active anten-

na system. For the system proposed in this study, the distance 

between antennas in the vertical direction was 0.78λ (61 mm) for 

a vertical scan range of 20° and a gain of approximately 11 dBi. 

Meanwhile, the distance between antennas in the horizontal di-

rection was 0.54λ (42 mm). Notably, a 3 × 1 subarray can sup-

port two polarizations—P pol. and N pol. Therefore, two signal 

lines supporting these two polarizations of the 3 × 1 subarray an-

tenna were connected using the transmit/receive RF chain. 

The size of the module, composed of two 3 × 1 subarrays, was 

determined by accounting for the productivity of the molding 

process and the efficiency of assembling it on metal ground. Fur-

thermore, the 3 × 1 feed lines were created by cutting aluminum 

sheets of 100 μm thickness, which were then attached to the plas-

tic fixture using specific melting structures, as shown in Fig. 6. 

Fig. 7 shows the simulated S-parameters of the two 3 × 1 

subarrays. S(N1,N1) refers to the S11 of the N pol. port, while 

S(P1,P1) denotes the S11 of the P pol. port. Furthermore, 

S(N1,N2) refers to the co pol. isolation between ports N1 and 

N2, while S(N1,P1) is the self-cross pol. isolation between ports 

N1 and P1. Finally, S(P1,N2) indicates the cross-pol. isolation 

between ports P1 and N2. The S11 of the two polarizations sat-

 

 

Fig. 5. Simulated realized gain of the antenna element. 

  

(a) (b) (c)

 

 

(d)  

Fig. 6. Fabricated plastic molded antenna module: (a) top view of the two 3 × 1 subarrays, (b) side view of the subarray, (c) top view of the antenna 

element without the upper and lower patches, and (d) half of the total antenna array structure.
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isfied the -20 dB specification and port isolation. Furthermore, 

polarization isolation between the two ports of the antennas was 

at least under -21 dB within the concerned frequency band. 

Notably, the broader impedance bandwidth achieved by the 

sub-array antenna compared to a single antenna can be attribut-

ed to the influence of the feeding structure. 

Fig. 8 traces the simulated antenna patterns of the 3 × 1 

subarray supporting P pol. Notably, the pattern of N pol. was 

found to be similar to that of P pol., since the feeding point was 

structurally symmetric. Furthermore, the 3 dB beamwidth of 

the horizontal pattern was approximately 61°, while the gain of 

the subarray was 10.7 dBi. Similarly, the 3 dB beamwidth of the 

vertical pattern was 20° with a 6° fixed down-tilt angle, while 

the peak gain was 11.7 dBi. This indicates that the scanning 

range of the entire active antenna system can be accurately esti-

mated from the subarray beam pattern. 

III. RADIATION PATTERNS  

OF THE ACTIVE ANTENNA SYSTEM 

Each input port of the subarray antenna was connected to 

beamforming integrated circuits (ICs). A user-specific beam 

was transmitted toward the individual receive antenna of the 

user through a beamforming weight vector, defined as a steering 

vector toward the user’s direction in line-of-sight (LOS) condi-

tions or a maximal ratio transmission vector in non-LOS envi-

ronments. In LOS conditions, the array gain was observed to be 

equal to the number of subarrays. The maximum antenna gain 

of the user-specific beam can be expressed in dB as the sum of 

its array factor and the subarray gain. Notably, the array factor is 

usually proportional to the number of subarrays in an array, 

while the subarray gain is approximately proportional to the 

number of antenna elements within a subarray (3 × 1 subarray) 

and the spacing between adjacent subarrays (4 × 8 system). The 

antenna gain toward the boresight of the proposed active anten-

na system was estimated to be approximately 25.7 dBi when 

considering two factors—gains of the array factor (15 dB) and 

the subarray (10.7 dBi). Fig. 9 shows the simulated and meas-

ured patterns of the user-specific beam of the proposed active 

antenna system at boresight, exhibiting maximum gain in the 

azimuth and vertical directions at 3.7 GHz. The 3 dB beam-

width was approximately 12° in the azimuth direction and 5° in 

the vertical direction. Notably, the measured beam pattern and 

gain were similar to the simulation results obtained at boresight. 

The antenna efficiency was almost above 91%, including the 

feedline loss from a low-loss LCP-based substrate. 

 

 

Fig. 7. Simulated S-parameters of the two 3 × 1 subarrays. 
 

 

 

Fig. 8. Simulated radiation patterns of the 3 × 1 subarray antenna.

  

(a) (b) 

Fig. 9. Radiation patterns of the user-specific beam: (a) horizontal pattern and (b) vertical pattern.
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The set-level, user-specific beam performance of the pro-

posed active antenna system with maximum tilting range in the 

azimuth and elevation axes was measured, as shown in Fig. 10. 

The measured peak effective isotropic radiated power (EIRP) 

was 75.6 dBm, while the scanning range was 120° from -60° to 

60° in the azimuth axis. The tilting range was approximately 

20°—from +16° down-tilt angle to -4° up-tilt angle—along 

with the 6° fixed-tilt angle achieving maximum gain in the ver-

tical axis. The cross-polarization ratio level—the ratio between 

co-polarization and cross-polarization—was 30.2 dB at 

boresight and 13.5 dB at the 60° scanning angle. Therefore, the 

beamforming performance of the proposed structure, including 

the performance of the system elements, such as antennas, RF 

transceivers, and other related functions, can be expected to sat-

isfy the beamforming performance of commercial base stations. 

Table 2 compares the performance of the antenna proposed 

in this paper with existing references [7–9, 15–18]. It is ob-

served that the resonance frequency of the references is below 2 

GHz, while their antennas were designed with a height of at 

least 17 mm. Additionally, while antennas designed for the 3.7 

GHz band has a lower height compared to the proposed anten-

na, they still fail to reach a bandwidth as wide as that attained in 

this paper. 

IV. CONCLUSION 

This study investigated a novel low-cost antenna fabrication 

and assembly solution for large-scale AASs. The proposed an-

tenna comprises over 96 antenna elements at 3.7 GHz, and 

involves repeatedly assembling an LCP-based plastic module 

using an attachable 3 × 1 feed line. In addition, a low-profile 

wideband antenna with stacked patch antennas was obtained, 

even with loose coupling between the upper and lower patch 

antennas, by perforating the inner patch antenna. Subsequently, 

the proposed structure was verified to satisfy a wide impedance 

bandwidth of 1.14 GHz within a height of 10 mm. Further-

more, set-level beamforming measurements of the active anten-

na system with 64-chain (4 × 8 array and two pol.) transceivers 

were verified, exhibiting a maximum EIRP of 75.5 dBm at 

boresight and a steering range of <±60° in the azimuth axis. 

Overall, the proposed solution can be considered a suitable can-

didate for use in commercial active antenna system-based base 

stations with large-scale arrays at 3.7 GHz. 
 

The simulations and analyses conducted in this paper were 
supported by the 2022 Education and Research promotion 
program of KOREATECH. 

(a) (b) 

Fig. 10. Scanned patterns of the user-specific beam: (a) horizontal pattern (azimuth axis) and (b) vertical pattern (elevation axis). 

 

Table 2. Comparison of the proposed antenna performance with that of existing references 

Antenna type Frequency (GHz) Height (mm) Bandwidth (GHz)

Wong et al. [7] L-probe single patch 1.8 17 0.43

Lai and Luk [8] Meandering probe single patch 1.9 17.5 0.43

Guo et al. [9] L-probe single patch 2.0 22.4 0.67

Zheng and Chu [15] Loop-dipole 2.0 35 1.15

Nie et al. [16] Slotted patch with shorting strips 2.0 40 1.18

Huang et al. [17] Stacked patch 3.7 8.7 0.40

Gao et al. [18] Slot patch 3.7 7.8 0.40

This work L-probe stacked patch with hole 3.7 10 1.14
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I. INTRODUCTION 

Wireless power transfer (WPT) technology has the potential to 

effectively enhance the freedom and security of a power supply 

approach. It has been widely used in electric vehicles, rail transit, 

implantable medical devices, industrial equipment, consumer elec-

tronics, power system monitoring equipment, and other fields [1–

8]. In general, lithium-ion batteries have been chosen as the power 

source for several types of electrical equipment. To enhance the 

safety and efficiency of battery charging, a typical charging process 

can be divided into two stages—constant current (CC) charging 

mode and constant voltage (CV) charging mode [9]. Notably, 

during the charging process, the equivalent resistance of the battery 

undergoes significant changes. This requires the charging current 

(voltage) in the CC (CV) charging mode to be independent of 

load resistance. In addition, zero phase angle (ZPA) characteristics, 

which are integral to the efficient operation of the system, should 

be maintained throughout the charging cycle. 
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Currently, most reported technologies for realizing CC and 

CV charging in WPT systems can be classified into two types. 

The first type involves using CC and CV control methods based 

on compensation topology invariance, such as phase shifting 

control, DC-DC converter, and frequency modulation control, as 

proposed in [10–13]. The output current or voltage is controlled 

by adjusting the phase-shifting angle of the inverter or the recti-

fier [10]. However, this method is prone to causing hard on/off 

for the switch and increasing power loss. Although these prob-

lems can be avoided by introducing a DC-DC converter to regu-

late the output voltage and current on the transmitter and receiv-

er sides [11], the introduction of passive components could lead 

to additional power loss and create issues related to volume and 

weight. Notably, CC and CV charging modes can be realized at 

two system frequencies when considering a fixed compensation 

topology, indicating frequency modulation control. For instance, 

when using a topology with capacitors in the series compensated 

primary and secondary sides (S-S topology), the system produces 

not only the characteristic CC output at the resonance frequency 

point, but also two CV output frequencies that are either higher 

or lower than the resonant frequency [12]. These same character-

istics were observed for LCC-LCC topology [13]. However, the 

variation in mutual inductance between the transmitter coil and 

the receiver coil may affect the CC or CV operating frequency 

points of the system, in turn reducing its reliability. Moreover, 

communication is indispensable to the above methods. The delay 

or interruption in communication inevitably influences the out-

put characteristics of the WPT system. 

As for the second type, CC and CV charging modes can also be 

achieved by switching two different compensation topologies [9, 

14–16]. When two different topologies exhibit CC and CV out-

put characteristics at the same resonant frequency, the changing 

over of the charging mode is realized by switching one or more of 

the AC switches. For instance, Qu et al. [9] proposed hybrid to-

pologies using either series-series (SS) and series-parallel (PS) 

compensation or parallel-series (PS) and parallel-parallel (PP) 

compensation to realize CC and CV charging modes, achieving 

conversion from CC to CV charging mode using AC switches. 

This topology involved one inductance and three additional AC 

switches. Furthermore, a hybrid inductive power transfer battery 

charger combining LCC-LCC and LCC-S topologies was pre-

sented in [17]. The LCC-LCC compensation topology was uti-

lized to provide the configurable CC output, while the LCC-S 

compensation network was employed to realize the configurable 

CV output. Two extra power switches were used to change the 

operation mode. However, in the case of the charging mode transi-

tion from CC output to CV output, an inductor on the receiver 

side became redundant, causing additional power loss.  

This paper proposes a novel hybrid topology consisting of a 

reconfigurable rectifier. An AC switch is employed to facilitate 

the switching of the rectifier operating modes and compensa-

tion topologies, and also to enable the system to switch from 

CC charging mode to CV charging mode. At the same time, 

the proposed method does not require communication between 

the transmitter and receiver sides, which is beneficial for the 

simple and reliable operation of WPT systems. 

II. THEORETICAL ANALYSIS 

1. A Hybrid WPT Topology with a Reconfigurable Rectif ier 

Fig. 1 presents the proposed WPT system with a reconfigu-

rable rectifier, where S1–S4 denote four MOSFETs and D1–D4 

are four diodes. L1 and L2 represent the inductance of the 

transmitter and receiver coils, respectively. Furthermore, C1 is the 

compensation capacitor on the transmitter side, while C2 and L3 

are the compensation capacitor and compensation inductance 

on the receiver side, respectively. Cr refers to the filter capacitor 

on the rectifier while RL is the load resistance. 

In addition, S is an AC switch composed of two anti-series 

connected MOSFETs on the receiver side, as shown in Fig. 2. 

 

2. CC Charging Mode 

The switch S not only controls the operating mode of the recti-

fier but also dominates the charging mode of the WPT system. 

The simplified circuit diagram of the system when S is turned off 

is depicted in Fig. 3, where the rectifier of the proposed WPT sys-

tem works in the half-bridge rectifier (HBR) mode. The dotted 

line indicates the direction of the current flow on the receiver side. 

In HBR mode, C1 and C2 together form an S-S compensation 

network for the WPT system. Notably, the equivalent AC load of 

the HBR and battery load can be expressed as follows [18]: 

 

Fig. 1. The proposed WPT system with a reconfigurable rectifier. 
 

 

Fig. 2. Diagram of AC switch S. 
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𝑅 = 2𝜋 𝑅 . (1)
 

Furthermore, according to the fundamental harmonic ap-

proximation method, the equivalent AC circuit of the HBR in 

Fig. 3 can be structured as shown in Fig. 4. 

Subsequently, drawing on Kirchhoff voltage law (KVL), the 

following equation was obtained: 
 

⎩⎨
⎧𝑼 = 𝑗𝜔𝐿 + 1𝑗𝜔𝐶 𝑰 + 𝑗𝜔𝑀𝑰0 = −𝑗𝜔𝑀𝑰 + 𝑗𝜔𝐿 + 1𝑗𝜔𝐶 + 𝑅 𝑰 . 

(2)
 

When the operating frequency of the system becomes the 

resonant frequency—i.e., it is satisfied—the input current and 

output current can be expressed by drawing on Eq. (2), as fol-

lows: 
 

⎩⎨
⎧𝑼 = 𝑗𝜔𝐿 + 1𝑗𝜔𝐶 𝑰 + 𝑗𝜔𝑀𝑰0 = −𝑗𝜔𝑀𝑰 + 𝑗𝜔𝐿 + 1𝑗𝜔𝐶 + 𝑅 𝑰  

(3)

As evident in Eq. (3), since the output current is independent 

of load resistance in HBR mode, CC charging can be achieved. 

The input impedance of the WPT system in the HBR mode 

can be expressed as: 
 𝑍 = 𝑼𝑰 = (𝜔𝑀)𝑅 . (4)
 

Ultimately, based on Eq. (4), the ZPA operation in the CC 

charging mode was obtained. 

 

3. CV Charging Mode 

A simplified circuit diagram of the system when switch S is 

turned on is shown in Fig. 5. Notably, the rectifier of the pro-

posed WPT system works in full-bridge rectifier (FBR) mode. 

As shown in Fig. 5, when the rectifier operates in FBR mode, 

it performs equivalently to two HBRs connected parallelly, with 

the voltage of the battery determined by the higher value of |Vao| 

and |Vbo| [19]. When |Vao| > |Vbo|, diode D4 is clamped and D3 is 

conducted. After the current flows through D1 and the load 

from L3, some of it flows through L2 and back to L3, while the 

other part flows back to L3 from C2. Notably, D2 refers to the 

freewheeling diode, as shown in Fig. 6(a). Similarly, when |Vao| < 

|Vbo|, diode D1 is clamped and D2 is turned off. As a result, the 

current flows through the load from D4, where D3 is the free-

wheeling diode, as shown in Fig. 6(b). 

Subsequently, the equivalent AC circuit of the FBR mode can 

be structured the same way as shown in Fig. 7. 

In Fig. 7, 𝑅  and 𝑅  vary with changes in the load 

voltage. The relationship between 𝑅 , 𝑅 , and 𝑅  

 

(a) (b) 

Fig. 6. Two operations of the FBR mode: (a) |Vao| > |Vbo| and (b) |Vao| < |Vbo|.

 

Fig. 3. HBR mode on the receiver side. 

 

 

Fig. 4. Equivalent AC circuit of the HBR mode. 

 

Fig. 5. FBR mode on the receiver side. 
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can be expressed as follows [19]: 
 𝑅 //𝑅 = 2𝜋 𝑅 . (5)
 

When the load voltage exceeds a certain rated value, the work-

ing mode of the system switches from Fig. 6(a)–6(b), with the 

equivalent AC circuit being the one depicted in Fig. 4. This may 

also be regarded as the branch disconnection of 𝑰  in Fig. 7, the 

detailed discussion for which has been presented in following 

section. Using KVL, the following equation was obtained: 
 

⎩⎪⎪⎨
⎪⎪⎧𝑼 = 𝑗𝜔𝐿 + 1𝑗𝜔𝐶 𝑰 + 𝑗𝜔𝑀𝑰0 = 𝑗𝜔𝑀𝑰 + 𝑗𝜔𝐿 + 1𝑗𝜔𝐶 + 𝑅 𝑰 + 1𝑗𝜔𝐶 𝑰0 = 1𝑗𝜔𝐶 𝑰 + 𝑗𝜔𝐿 + 1𝑗𝜔𝐶 + 𝑅 𝑰 .

(6)
 

When the system operating frequency becomes the resonant 

frequency, i.e., 𝑗𝜔𝐿 + 1/𝑗𝜔𝐶 = 𝑗𝜔𝐿 + 1/𝑗𝜔𝐶 = 0  and 

L2 = L3 are established, the current flow through each inductor 

can be formulated by drawing on Eq. (6), as follows: 
 

⎩⎪⎪⎨
⎪⎪⎧𝑰 = (𝜔𝐿 ) + 𝑅 𝑅𝑅 (𝜔𝑀) 𝑼𝑰 = 1𝑗𝜔𝑀𝑼𝑰 = − 𝐿𝑅 𝑀𝑼 . 

(7)
 

Furthermore, the voltage of the equivalent AC load of the 

FBR and battery load Vao and Vbo can be calculated as follows: 
 

⎩⎨
⎧𝑽 = −𝐿𝑀 𝑼𝑽 = 𝑅𝑗𝜔𝑀 𝑼 . 

(8)
 

Combining Eq. (8), it is evident that when |Vao| > |Vbo|, CV 

charging mode can be achieved. In CV charging mode, the volt-

age across Cr does not change suddenly. Moreover, the input 

impedance in the FBR mode can be expressed as follows: 

𝑍 = 𝑼𝑰 = 𝑅 (𝜔𝑀)(𝜔𝐿 ) + 𝑅 𝑅 . 
(9)

 

Furthermore, this study calculated the ZPA operations in CV 

charging mode using Eq. (9). However, as evident from Eq. (8), 

an increase in load resistance would cause |Vbo| > |Vao| to no 

longer hold true. In other words, when the load resistance value 

exceeds a critical value, the system would no longer operate in 

CV mode. In Eq. (8), assuming that Vao is equal to Vbo, then 𝑅 = 𝜔𝐿  can be obtained. Moreover, when |Vbo| > |Vao|, 

the diodes D1 and D2 would be clamped. Subsequently, the state 

of the circuit will return to the FBR mode and its equivalent 

circuit model, as shown in Fig. 4, where 𝑅 = 𝑅 . 

Drawing on the above discussion, the following conditions can 

be obtained using the following equation: 
 𝑅 = 𝜋 𝜔𝐿2 . (10)
 

Notably, for WPT systems that operate in the standard fre-

quency band for commercial use, the critical resistance 𝑅  

usually exceeds several hundred ohms—a value that is difficult 

to reach when considering the internal resistance of the battery. 

Thus, a |Vbo| > |Vao| situation is not considered in the following 

discussions in this article. 

A control flowchart of the proposed WPT system for 

CC/CV charging is presented in Fig. 8. When the process of 

charging begins, switch S remains turned off, during which the 

rectifier works in HBR mode and the WPT system works in 

CC charging mode. Subsequently, when the load voltage Uout is 

detected to be greater than the preset voltage UCV, switch S is 

 

Fig. 7. Equivalent AC circuit of the FBR mode. 

 

Fig. 8. Switching control flow chart of the proposed method.
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turned on. As a result, the WPT system starts working in CV 

charging mode using FBR mode. Lastly, the charging process 

concludes when the load current is finally less than the preset 

current Ilim. 

III. EXPERIMENTAL VALIDATION 

To validate the feasibility and superiority of the theoretical 

analysis demonstrated in the previous section, a 48 V/0.7 A ex-

perimental prototype was designed and then fabricated, as 

shown in Fig. 9. The four MOSFETs are the GS66508B locat-

ed on the inverter, while the four diodes used on the reconfigu-

rable rectifier are IV1D12030U3. Notably, the variation in load 

resistance was simulated using an electronics load. Fig. 10 shows 

a photograph of the magnetic coupler of the transmitter coil, 

along with a ferrite black plate (PC40). Furthermore, the specif-

ic parameters are represented in Table 1. To ensure the accuracy 

of the compensation inductance L3, it was given the same wind-

ing as the receiver coil and was placed at a considerable distance 

from the magnetic coupler. 

At the beginning of the charging process, the system works in 

the CC charging mode. When battery resistance reaches 50% 

load condition, the system switches from CC charging mode to 

CV charging mode, and continues to maintain the CV charging 

mode until the end of the charging process. 

As shown in Fig. 11, the fluctuation percentage of the charg-

ing current in CC charging mode is less than 1.6% (0.717–

0.705 A) while that of the charging voltage in CV charging 

mode is below 6.2% (48.21–51.42 V). This indicates that the 

proposed WPT system with a reconfigurable rectifier maintains 

agreeable CC/CV output characteristics throughout the charg-

ing process. Fig. 12 traces the waveforms of the input voltage U1 

and input current I1 at different load conditions in the CC 

charging mode. 

Fig. 12(a) and 12(b) show that changes in the load condition 

do not affect the input impedance angle between input voltage 

U1 and input current I1. Furthermore, the ZPA characteristics in 

the CC charging mode were verified. Fig. 13 presents the wave-

forms for load voltage Uout and load current Iout in the CC 

charging mode at the moment when the load resistance is 

switched from a 25% load condition to a 50% load condition. 

It is evident that at the moment of load resistance switching, the 

load current re-attains its original value after a brief decrease, while 

the load voltage increases by half. A similar analysis was conducted 

for the CV charging mode, as shown in Figs. 14 and 15. 

Furthermore, the ZPA characteristic in the CV charging mode 

was verified, the results of which are shown in Fig. 14. Notably, a 

change in load condition did not influence the input impedance 

angle between input voltage U1 and input current I1. Fig. 15 de-

picts the load voltage and load current waveforms in the CV 

charging mode on switching the load resistance from a 50% load 

condition to a 100% load condition. It is observed that the load 

current decreases by half, while the load voltage undergoes a slight 

change, only to subsequently return to a constant value. 

 

Fig. 9. Experimental prototype of the proposed WPT system. 

 

Table 1. System specifications and their designed parameters 

Parameter Specification Value

L1 Inductance of transmitter coil 136.5 μH

L2 Inductance of receiver coil 87.68 μH

L3 Compensation inductance 88.43 μH

C1 Compensation capacitor 25.67 nF

C2 Compensation capacitor 40.67 nF

f Operating frequency of system 85 kHz

M Mutual inductance 35.7 μH

 

Fig. 10. Transmitter coil of the proposed WPT system. 

 

 

Fig. 11. Charging process of the proposed WPT system.

1% 25% 50% 75% 100%
0.3

0.4

0.5

0.6

0.7

0

10

20

30

40

50

60

 Charging current
 Charging voltage

Load condition (%)

I o
ut

 (A
)

CC charging mode CV charging mode

U
ou

t(V
)



JOURNAL OF ELECTROMAGNETIC ENGINEERING AND SCIENCE, VOL. 24, NO. 3, MAY. 2024 

290 
   

  

As observed in Fig. 16, the power transfer efficiency of the 

entire charging process was successfully maintained above 

86.23%. In the CC charging mode, the power transfer efficiency 

increased gradually with an increase in the load condition, with 

the maximum power transfer efficiency being 95.33%. Similar 

to the CC charging mode, the power transfer efficiency in the 

CV charging mode climbed from 88.76% to 94.28% with an 

increase in the load condition.  

Table 2 provides an overview of a few of the typical methods 

currently used for implementing CC/CV charging modes, in-

cluding their performance [9, 13, 20]. Compared to previous 

related studies, the method proposed in this paper offers marked 

improvements, such as fewer passive components and two 

charging modes achieved using only one AC switch at a fixed 

system frequency, which effectively reduced the difficulty of sys-

tem control as well as system losses caused by the additional 

introduction of devices. 

Furthermore, all the controls were based on the secondary 

side, while the communication module could be avoided entire-

ly. Hence, the proposed method is extremely suitable for scenar-

ios in which communication between the primary and second-

ary sides is unstable, such as underwater or mine applications. 

 

Fig. 15. Waveforms of load voltage and current at the moment of load 

resistance switching in CV mode. 
 

 

Fig. 16. Power transfer efficiency of the charging process.

  

(a) (b) 

Fig. 14. Waveforms of input voltage U1 and input current I1 in CC charging mode: (a) 50% load condition and (b) 100% load condition.

(a) (b) 

Fig. 12. Waveforms of input voltage U1 and input current I1 in CC charging mode: (a) 25% load condition and (b) 50% load condition.

 

Fig. 13. Waveforms of load voltage and current at the moment of load 

resistance switching in CC mode.
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IV. CONCLUSION 

This paper proposes a hybrid topology equipped with a recon-

figurable rectifier for WPT systems. An AC switch is adapted to 

realize the change from the CC charging mode to the CV 

charging mode. When the switch is turned off, the rectifier oper-

ates in the HBR mode in conjunction with the S-S type com-

pensation at the pre-stage, thus implementing the CC charging 

mode. In contrast, when the switch is turned on, the rectifier 

operates in the FBR mode, due to which the compensation 

structure of the system shifts to attain the S-LCL type, which 

then exhibits CV output characteristics. Notably, the ZPA con-

dition could be maintained in both charging modes. In addition, 

the communication between the transmitter side and the receiver 

side could be eliminated in the proposed method. Furthermore, 

the experimental results show that fluctuations in charging cur-

rent due to load condition changes in the CC charging mode can 

be maintained below 1.6%. For the CV charging mode, the fluc-

tuations in charging voltage due to load resistance variation were 

less than 6.2%. Furthermore, during the charging cycle, power 

transfer efficiency was maintained above 86.23% throughout the 

process, with the maximum power transfer efficiency of the sys-

tem reaching 95.33%. Overall, both the theoretical analysis and 

experimentation validate that the proposed hybrid WPT topolo-

gy equipped with a reconfigurable rectifier exhibits agreeable 

CC/CV output characteristics throughout the charging process. 
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I. INTRODUCTION 

In recent years, research on applications of the sub-millimeter 

wave/terahertz frequency band (0.1–10 THz) has been gaining 

increasing attention, providing opportunities for the discovery of 

several promising applications. Specifically, the sub-THz band 

(0.1–1 THz), which has yet to be licensed for specific usage, is 

expected to play a significant role in future proposals for estab-

lishing wireless links with ultrahigh data rates (>100 Gbps), 

excellent dependability, and capacity for low-latency communi-

cations, since this band offers a broad atmospheric transmission 

window along with controllable losses [1]. 

However, the high path and molecular absorption losses relat-

ed to THz frequencies, which affect the operation of wireless 

links, must first be addressed. To solve this issue in THz wireless 

and satellite communication systems, highly directional array 

antenna designs are essential [2].  

Several array antennas with high gain and other desirable 

properties in the W-band (75–110 GHz) have already been 

proposed in the literature, including monopulse array [3–5], 

Yagi-like array [6], slot array [7], and low-temperature co-fired 

ceramic (LTCC) array antennas [8]. However, the construction 

of most of these antennas not only involves a high profile and 

high costs, but they also use linear polarization. The perfor-
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This article presents a compact, planar, and circularly polarized array antenna operating in the W-band (84.5–110 GHz), with all its pro-

totypes fabricated using a low-cost, traditional, microwave printed circuit board composed of Rogers RT/duroid 5880 (εr = 2.2, tanδ = 

0.009). The final design that was fabricated and measured was a 4 × 4 array antenna having an overall size of 9 mm × 20 mm × 0.254 mm 
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yielded RHCP radiation characterized by a low profile, low cross-polarization levels (<−25 dB), low sidelobe levels (≤−10 dB), and high 

radiation efficiency (>91%). Additionally, a two-port MIMO antenna system was investigated by considering side-by-side and front-to-

front configurations, both of which achieved good isolation and considerable envelope correlation coefficient and diversity gain values. 

Therefore, the proposed series array and MIMO antennas can be reasonable candidates for 6G applications of the sub-THz band (100–
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mance of linearly polarized antennas often deteriorates due to 

polarization misalignment between transmitting and receiving 

antennas [9]. To overcome this challenge, circularly polarized 

(CP) antennas have been proposed. However, their bandwidth is 

narrow, their radiation efficiency often drops below 75% [3], and 

they involve high fabrication costs [8]. 

Fabrication capabilities have also significantly limited sub-

THz antenna designs because wavelengths in the sub-THz 

band are relatively small. To address this, novel fabrication 

methods that use 3D printing, which reduces time and manu-

facturing costs, have been proposed. In spite of this, the perfor-

mance of sub-THz antennas could not be significantly im-

proved [3]. For example, LTCC technology, which yields high 

accuracy and low loss, is widely used in antenna-in-package 

technology. Chips can be integrated into an LTCC substrate 

through wire bonding or flip-chip interconnects [8]. However, 

LTCC materials have high fabrication costs, which largely de-

pend on the desired number of crafting layers, and are time-

consuming for sub-THz antennas. In contrast, antennas created 

by machining on printed circuit boards (PCB) [10] offer the 

benefits of low cost, lightweight design, and ease of fabrication. 

Based on the above discussion, microstrip patch antennas [11, 

12] emerge as a practicable solution for use in wireless and satel-

lite communication systems because of their low profile and con-

siderably lower fabrication time and cost. In this context, array 

antenna design can also be considered extremely important. No-

tably, the feed network design of array antennas [13–20] uses the 

series-fed technique and single-fed patches to reduce sidelobe 

levels (SLLs) and cross-polarization, thus achieving high gain.  

Additionally, in terms of avoiding problems related to high 

data rates, which is a desirable feature in wireless communica-

tion since it enables the accommodation of more wireless ser-

vices, multiple-input-multiple-output (MIMO) technology has 

gained increasing attention for its unique properties that offer 

increased channel capacity and improved reliability [21]. 

II. ANTENNA DEVELOPMENT PROCESS 

This section describes the process of creating two orthogonal 

modes of resonance as diagonal modes to yield linear polariza-

tion along the direction of the two orthogonal modes of a trun-

cated-corner square antenna. Notably, the operating frequency 

band and the feed point were chosen such that the two modes 

could be excited in the phase quadrature, leading to the for-

mation of CP waves on implementing the antenna [13]. Fur-

thermore, the robust development process from the 1 × 4 array 

antenna to the 4 × 4 array antenna is detailed in this section. 

 

1. Analysis of the Array Factor of 1 × 4 Array Antenna 

The configuration of the array antenna is depicted in Fig. 1. 

Notably, the calculations of the theoretical dimensions wp and lp 

for the rectangular microstrip patch elements are provided in 

[13]. The substrate used for this structure is Rogers RT/duroid 

5880 (𝜀r = 2.2, tanδ = 0.009), with ℎ = 0.254 mm. 

Both the radiation patch and ground plane thicknesses were 𝑡 = 0.035 mm. As shown in Fig. 1, the array antenna consists 

of four elements—the feed strip radiator and radiator positioned 

above the top substrate, the ground plane located beneath the 

bottom substrate, and two holes punched from the top to the 

bottom of the antenna. These holes are maintained in a fixed 

position between the connector, which is responsible for exciting 

the antenna and the PCB. Furthermore, the feedline signal head 

is slightly beveled to prevent contact between the antenna signal 

line and the connector ground. Numerical analysis of this an-

tenna was conducted using the ANSYS High-Frequency Struc-

ture Simulator (HFSS). The design was thoroughly optimized 

before fabrication, the values of which are presented in Table 1. 

Moreover, the 1 × 4 array antenna, exhibiting a low SLL, was 

designed using the Dolph–Chebyshev distribution by adjusting 

the distance between adjoining single antenna elements. Notably, 

in the series-fed model of the patch array antenna, the spacing 

between single patches had to be optimized. Furthermore, be-

cause of the cumulative transmission characteristics of the pre-

ceding patches on the line, the transmission characteristics of 

the patches had to be accurately determined to achieve the de-

sired amplitude and phase distribution of the radiating currents, 

along with the array. As shown in Fig. 1, the excitation ampli-

tude of the linear microstrip array antenna is tuned using the 

distance between the single patches instead of the patch width. 

Fig. 2 clarifies the principle adhered to in this method, present-

ing the equivalent series circuit illustration with N antenna ele-

ments. The antenna elements are denoted using the radiation 

 

 

Fig. 1. Structure of the 1 × 4 array antenna. 
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resistance 𝑍𝑝  and their corresponding weights 𝑤 , while the 

feedline’s resistance caused by the patch elements is represented 

by 𝑍𝑜  (i = 1, 2, …, N). The array factor (AF) can be deter-

mined using the following formula: 
 𝐴𝐹 𝑤 cos 𝑛𝑢  ,  𝑢 𝑘𝑑𝑐𝑜𝑠𝜃 𝜋𝑑𝑐𝑜𝑠𝜃𝜆 . 

(1)
 

For the proposed 1 × 4 array antenna, this study realized N = 4, 

from which the polynomial order constant was determined as P 

= N – 1 = 3, while the desired theoretical SLL value was 20 dB. 
 𝐴𝐹  𝑤 cos 𝑢  𝑤 cos 3𝑢 . (2)
 

On converting the SLL value from dB into an integer, the 

following equation was obtained: 
 𝑅 10 / 10 / 10. (3)
 

To shorten and implement the result obtained in Eq. (3), the 

relations of the state between the cosine functions were utilized, 

as follows: 
 cos 𝑢 𝑧𝑧 , cos 3𝑢 4𝑐𝑜𝑠 𝑢 3 cos 𝑢 . (4)

With regard to the determination of the SLL value, parame-

ter zo represents the magnitude of the SLL. Thus, the parame-

ter 𝑧  can be expressed as follows: 
 𝑧 cos 𝑃 𝑐𝑜𝑠 𝑅 cos 𝑐𝑜𝑠 . . (5)
 

Using the equality between Eqs. (4) and (5), the above equa-

tion can be rewritten as follows: 
 𝐴𝐹 𝑎 3𝑎 𝑧𝑧 4𝑎 𝑧𝑧 4𝑧 3𝑧. (6)
 

Ultimately, the AF of the linear array can be obtained using 

the following equation: 
 𝐴𝐹 1.736 cos 𝑢 cos 3𝑢 . (7)
 

Notably, the amplitude discrepancy among the radiation 

patch elements, which resulted in low SLLs, was found to be 

large. The theoretical ratio was 1:0.57, which was relatively dif-

ficult to reach due to the restricted variation range of resistance 

characteristics in terms of the distance of a single element. 

Therefore, this study realized the desired SLL values by chang-

ing the spacing between the single patches and maintaining an 

identical width for the radiating elements. 

Furthermore, the gain of an array antenna (GArr) and that of a 

single antenna (GS) can be related based on the following equation: 
 𝐺 𝜃, 𝜑 2 𝐴𝐹 𝜃, 𝜑  𝐺 𝜃, 𝜑 dB . (8)
 

Therefore, using Eq. (8) at d = 0.5λ and 𝜃 = 76°, the theo-

retical array factor and theoretical gain of the 1 × 4 array anten-

na were achieved at 2 dB and 12 dBi, respectively. 

As mentioned above, the spacing between the individual 

patches was optimized to achieve wide bandwidths for both the 

impedance and the 3-dB axial ratio (ARBW), while also main-

taining the overall structural dimensions. To investigate this 

adjustment, the proposed prototype was examined by consider-

ing various values of d, as shown in Fig. 3. A significant increase 

in d resulted in a notable restriction of the −10 dB bandwidth, a 

reduction in the 3-dB ARBW, and a shift of the bandwidths 

toward lower frequencies. As observed in Fig. 3, the 1 × 4 array 

antenna with d = 0.5λ results in a −10 dB bandwidth at 80–

107.5 GHz (29.3%) and a 3-dB ARBW at 99.8–102.5 GHz 

(2.67%), while the corresponding bandwidths with d = 0.6λ are 

85–102.5 GHz (18.7%) and 97.5–99.8 GHz (2.3%), respective-

ly. Ultimately, to obtain a wide bandwidth and improve the 3-

dB ARBW, the optimal value of d was found to be 0.55λ, 

which achieved a −10 dB bandwidth of 83.2–105 GHz (23.2%) 

and a 3-dB ARBW of 98.2–102.1 GHz (3.9%). 
 

2. Analysis of 4 × 4 Array Antenna 

The 4 × 4 array antenna proposed in this study was designed 

Table 1. Optimized dimensions of the 1 × 4 array 

Parameter Value (mm)

wp 0.91 

lp 0.81 
wc 0.175 

h 0.254 

d 1.11 

wf0 0.125 

wf 0.75 

lf 1.5 

Rh 0.825 

wcn 0.1 

ws 9 

ls 10 
 

 

 

Fig. 2. Traditional structure of a 1 × 4 array antenna. 
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to operate as a subarray for larger applications. Transitioning 

from the 1 × 4 array antenna described in Part 1, the proposed 4 

× 4 array antenna was created using 1-to-4 power dividers.  

The geometry of the proposed 4 × 4 array antenna is illustrated 

in Fig. 4. The overall dimensions of the antenna were 9 mm × 

20 mm × 0.254 mm (which is equal to 3λo × 6.7λo × 0.085λo at 

100 GHz), with ws3 = 9 mm and ls3 = 20 mm. As observed in 

Fig. 4, the power divider bears a simple structure, using λ/4 im-

pedance transformers of width wf1 = 0.085 mm, with T-

junctions located where the energy separates into four identical 

1 × 4 array antennas. In addition, since the radiation patches 

used in this structure were resonant, the input line to the patch 

could be matched. 

Similar to the 1 × 4 array antenna, the spacing between the 1 

× 4 array patches (d2) was analyzed to choose a suitable value for 

achieving both wide impedance and 3-dB ARBW while retain-

ing the configuration of the 1 × 4 array antenna. As a result, the 

proposed antenna was investigated by testing various values of d2, 

the results of which are shown in Fig. 5. When the value of d2 

was increased to the threshold value, both the −10 dB imped-

ance and 3-dB ARBW became slightly narrow and shifted to 

lower frequencies. Therefore, considering the results presented 

in Fig. 5, to ensure both wide −10 dB impedance and 3-dB 

ARBW, the optimal value of d2 was found to be 0.6λ, which 

yielded corresponding bandwidths of 87.5–110 GHz (22.8%) 

and 98.3–104.8 GHz (6.5%). 

Furthermore, to understand the generation of right-hand CP 

(RHCP) by the proposed antenna, changes in the surface cur-

rent on top of the patch change at different phases were consid-

ered. First, as shown in Fig. 6, the current is displaced in the 

vertical direction at the 0° phase. In contrast, at the 90° phase, 

the current displaces in the opposite direction. This indicates 

that the current moves counterclockwise as the phase values 

increase, thus creating the RHCP wave [9]. In addition, it was 

observed that the current flow through each patch element 

gradually changed from the vertical to the horizontal direction 

at phase 0°. This confirms that the AR values at 100 GHz were 

mainly caused by the patch. 

III. MEASUREMENT AND DISCUSSION 

Fig. 7 shows a photograph of the antennas under test (AUTs) 

in a microwave anechoic chamber along with a magnified view 

of the proposed antennas fabricated using a machining process 

on the PCB. To assess radiation performance, a sub-THz pla-

nar far-field measuring setup was employed. The setup included 

a frequency extender (Oleson Microwave Labs. V10VNA2-

T/R) in conjunction with a vector network analyzer (Agilent 

E8364B) to establish a Tx antenna system, as depicted in Fig. 7. 

 

 

Fig. 4. Structure of the proposed 4 × 4 array antenna. 

  

(a) (b) 

Fig. 3. Simulated (a) |S11| and (b) axial ratio values of the 1 × 4 array antenna for various spacings between single elements (d). 
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The simulated and measured reflection coefficients of the 1 × 

4 array antenna and the 4 × 4 array antenna are plotted in Fig. 8. 

Fig. 8(a) shows that the measured impedance bandwidth of the 

1 × 4 array antenna at |S11| < −10 dB is 82.5–109 GHz (27.4%), 

whereas the simulated −10 dB impedance bandwidth is 83.2–

105 GHz (23.2%). Meanwhile, the proposed 4 × 4 array anten-

na exhibits a measured −10 dB impedance bandwidth of 84.5–

110 GHz (26.2%), while its simulated −10 dB impedance 

bandwidth is 87.5–110 GHz (22.8%), as shown in Fig. 8(b). 

Therefore, good agreement between the simulated and meas-

ured results was achieved. Although the measured results were 

slightly different from the simulated values, these deviations 

were primarily caused by the connection between the wave-

guide-to-coax adapter and the feedline of the antenna. 

The measured and simulated normalized radiation patterns of 

the fabricated antennas at 100 GHz are depicted in Fig. 9. The 

measured radiation pattern exhibited RHCP along with a high 

front-to-back ratio (F/B) and broad high-power beamwidths 

(HPBWs) in the x–z and y–z planes. Furthermore, the meas-

ured cross-polarization levels were more than 20 dB below the 

main beam in the broadside direction at 100 GHz. In particular, 

the measured F/Bs were 25 dB and 34 dB, while the corre-

sponding simulated values were 25.3 dB and 33.7 dB for both 

planes at 100 GHz, respectively. The HPBW simulated results 

approximated the measured results, which were slightly dis-

placed at ±10 and ±1.50 for the x–z and y–z planes, respec-

  

(a) (b) 

Fig. 5. Simulated (a) |S11| and (b) axial ratio values of the proposed 4 × 4 array antenna for various spacings between single patches (d2). 

 

  

(a) (b) 

Fig. 6. Current distributions on top of the patch for different phases at 100 GHz: (a) 0° and (b) 90°. 

 
 

Fig. 7. Photograph of AUTs in a microwave anechoic chamber (left) 

and fabricated antennas (right). 
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tively. With regard to the sidelobes, the measured SLL results 

differed only slightly from the simulated and theoretical SSL 

results. Notably, the SLL values of the 4 × 4 array antenna were 

relatively good (≤−10 dB). The values of the specific parameters 

are mentioned in detail in Table 2. 

The measurement and simulation results for the 1 × 4 array 

and 4 × 4 array antennas are provided in Fig. 10. For the antenna 

prototypes fabricated in this study—the 1 × 4 array and 4 × 4 ar-

ray antennas—the measured 3-dB ARBWs were 97.7–102.1 

GHz (4.4%) and 98.2–105.1 GHz (6.9%), whereas the simulated 

3-dB ARBW were 98.2–102.1 GHz (3.9%) and 98.3–104.8 

GHz (6.5%), respectively. Fig. 10 presents a comparison of the 

simulated and measured broadside gain values of the proposed 

antennas. The measured results show peak RHCP gains of 10.6 

and 15.2 dBi, while the simulation results exhibit peak RHCP 

gains of 11.1 dBi, and 16 dBi for the 1 × 4 array and 4 × 4 array 

antennas, respectively. 

Notably, the measured values exhibited slight discrepancies 

compared to the simulated and theoretical ones. These could 

be attributed to the precision of the fabrication process, unsta-

ble test fixture connection, part loss resulting from the thick-

ness of the substrate that could have increased the loss caused 

by the antenna surface waves, and an unstable chamber envi-

ronment. 

Table 2 compares the principal characteristics of the proposed 

antenna with those of various recent sub-THz arrays operating in 

the W-band. Compared to previous works that fabricated anten-

nas using a 3D printing process [3], the proposed antenna used a 

single layer and yielded significant improvements in radiation 

efficiency, HPBW, impedance, and 3-dB ARBW. For an anten-

na composed entirely of metal and fabricated using a machining 

process [4], the proposed antenna offers the advantages of a com-

pact size, sufficient CP waves, and a significant improvement in 

HPBW and efficiency. Moreover, in contrast to the LTCC pro-

cess, the proposed antenna bears a simple structure while also 

offering improvements in HPBW and impedance bandwidth, as 

well as a reduction in fabrication and material costs [8]. Although 

several antenna prototypes have been fabricated on PCB material 

by employing machining processes [5–7], the significance of the 

proposed array antenna lies in the fact that it obtained CP radia-

tion and extended both the 3-dB AR and −10 dB impedance 

bandwidths. Furthermore, the measurement results demonstrate 

that the machining process on PCB not only reduced fabrication 

time and cost but also achieved high precision in fabrication. 

  

(a) (b) 

Fig. 8. Simulation and measurement of |S11| values of the proposed antennas: (a) 1 × 4 array antenna and (b) 4 × 4 array antenna. 

 

 
 
 
 
 
 

(a) (b) 

Fig. 9. Simulation and measurement results of the radiation pattern at 100 GHz for the (a) 1 × 4 array antenna and (b) 4 × 4 array antenna. 
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IV. MIMO ANTENNA SETUP 

This section demonstrates the experiments conducted using 

MIMO antenna system configurations in the W-band. The 

arrangement of the two antennas depicted in Fig. 11 presents an 

orthogonal configuration along with a spacing dc. This orthog-

onal arrangement enabled polarization diversity and provided a 

means to minimize mutual coupling between distinct antenna 

components, thus eliminating the need for complex decoupling 

structures. Simulations of both the side-by-side and front-to-

front configurations of the MIMO antenna were conducted. 

The total dimension of the board for both configurations was 

LMIMO × WMIMO, which was equal to 20 mm × 20.5 mm and 

38.2 mm × 9 mm, respectively.  

Figs. 12 and 13 show the effects of the antenna element sepa-

ration for both configurations by examining the impact of dc on 

antenna performance. On increasing dc from 4 mm to 6 mm, an 

enhancement in the isolation between elements was observed. 

Consequently, the optimal dc was determined to be 5 mm, 

which achieved a consistent reflection coefficient and favorable 

mutual coupling (<25 dB). This was established based on the 

experimental results obtained using the optimized dc value, 

which were consistent with the simulation results. 

Table 2. Comparison of the performance of recent antennas and proposed antennas operating in the W-band 

Study Size (λo
3) 

-10 dB 

BWa) 

Pol./3-dB 

ARBW  

(%) 

Peak 

gain 

(dBi) 

Rad. 

efficiency 

(%) 

# of 

elements

H-plane E-plane 
Ant.  

type 

Fabrication 

techniqueSLL

(dB)

HPBW 

(°)

SLL 

(dB) 

HPBW 

(°) 

Tamayo-

Dominguez 

et al. [3] 

47×18.8×1.5 0.83% 

(93.2−94.8)

CP/0.83 27.8 70 - -14 4 -15 5 Monopulse 

array 

3D printing

Vosoogh  

et al. [4] 

18.3×18.8×3 21.05% 

(85−105) 

LP/− 30.5 70 16×16 -21 6 -16 4 Monopulse 

array 

Machining

Cheng  

et al. [5] 

41×39×0.16 3.2% 

(93−96) 

LP/− 25.7 16.3 32×32 -8.3 3.23 -11.5 2.77 Monopulse 

array 

PCB + 

Machining

Ghassemi  

et al. [6] 

6.7×10×0.12 7.5% 

(94.2−101.8)

LP/− 18 90 4×4 -14 - -11 - Yagi-like 

array 

PCB + 

Machining

Cheng  

et al. [7] 

2.9×3.7×0.02 10.7% 

(75.9−84.5)

LP/− 11.1 38 4×4 -24 28 -13 20 Slot  

array 

PCB + 

Machining

Cao  

et al. [8] 

7.1×7.6×0.85 12.76% 

(88−100) 

CP/10.1 22.8 N/A 8×8 -11 9 -11 12 LTCC 

array 

LTCC 

This work             

1×4  

array 

3×3.3×0.085 27.4% 

(82.5−109)

CP/4.4 10.6 92 1×4 -7 19 -17.3 36 Patch  

array 

PCB + 

Machining

4×4  

array 

3×6.7×0.085 26.2% 

(84.5−110)

CP/6.9 15.2 91.5 4×4 -10 20 -15.6 21 Patch  

array 

PCB + 

Machining

LP=linear polarization, CP=circular polarization. 

a)The number in parenthesis indicates the frequency range (GHz). 

 

(a) (b) 

Fig. 10. Simulation and measurement results of the axial ratio and 

broadside gain values of the proposed antennas: (a) 1 × 4 ar-

ray antenna and (b) 4 × 4 array antenna. 
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Simulations of the E-field for the two ports of the MIMO 

antenna system are presented in Figs. 14 and 15. At 100 GHz, 

the E-field magnitude of the side-by-side configuration is ob-

served as having collected around the patch elements and the 

notch of the feedline. 

This indicates that all the elements in the antenna serve as ra-

diation sources, resembling the front-to-front configuration. 

Furthermore, the field is primarily concentrated around the op-

erated port with minimal E-field propagation to other ports, 

thereby affirming the high level of isolation between ports. 

Fig. 16 plots the results of the simulated and measured radia-

tion patterns for both configurations at 100 GHz on arranging 

for antenna excitation at port 1 while simultaneously closing 

port 2 using a 50-load. The antenna pattern achieves a pencil 

pattern, while the radiation pattern of the MIMO antenna 

seems to change insignificantly compared to the proposed an-

tenna. In particular, the measured performance achieves a peak 

gain of 14.8 dBi, while maintaining low SLLs (<−10 dB) and 

low cross-polarization (<−20 dB). 

The diversity performance of the proposed MIMO antenna 

was examined by utilizing diverse performance metrics, includ-

ing the envelope correlation coefficient (ECC) and diversity 

 
 

Fig. 14. Simulated E-field of the two-port MIMO antenna system for 

side-by-side configuration at 100 GHz. 
 

 
 

Fig. 15. Simulated E-field of the two-port MIMO antenna system for 

front-to-front configuration at 100 GHz. 

 

(a) (b) 

Fig. 12. Simulation and measurement result of the two-port MIMO 

antenna for the side-by-side configuration: (a) |S11| and (b) |S21|. 

 

 

(a) (b) 

Fig. 13. Simulation and measurement result of the two-port MIMO an-

tenna for the front-to-front configuration: (a) |S11| and (b) |S21|.

(a) (b) 
 

Fig. 11. Structure of the two-port MIMO antenna prototype for two distinct configurations: (a) side-by-side and (b) front-to-front. 
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gain (DG). The ECC holds great importance in MIMO sys-

tems, as it quantifies the independence of antenna elements 

based on their characteristics. By employing the equation noted 

below, the ECC characteristics of each antenna element were 

derived by drawing on the complex simulated results [22]: 
 𝐸𝐶𝐶  |𝑆∗ 𝑆 𝑆∗ 𝑆 |1 |𝑆 | |𝑆 | |𝑆 | |𝑆 | ∗. (9)
 

Fig. 17(a) illustrates the measured ECC results for the pro-

posed two-port MIMO antenna, considering both scenarios. 

The simulations indicate ECC values below 0.0001 at 100 GHz. 

To evaluate MIMO performance, the ECC and DG can be 

coupled using Eq. (10) [23], as noted below: 
 𝐷𝐺  10 ∗ 1 |𝐸𝐶𝐶|. (10)
 

The results of the measured DG for both configurations are 

shown in Fig. 17(b) in terms of the frequency of the proposed 

MIMO antenna. The DG value is approximately 9.99 at 100 

GHz, exhibiting excellent performance for both configurations. 

V. CONCLUSION 

This work presents a compact, wide impedance bandwidth, 

and high-gain array antenna for the W-band. A sequential evo-

lution from a 1 × 4 array antenna to a 4 × 4 array antenna was 

carried out. The 4 × 4 array antenna, with an overall size of 9 

mm × 20 mm × 0.254 mm (approximately 3λo × 6.7λo × 0.085λo 

at 100 GHz), yielded a measured −10 dB bandwidth of 84.5–

110 GHz (26.2%) and SLL peaks as low as −16 dB. The nu-

merical and measurement results were found to be in feasible 

agreement. In addition, this is the first study to investigate con-

figurations of the two-port MIMO antenna system for the W-

band. Based on its superior characteristics, including a low pro-

file, planar structure, wide operating bandwidth, stable RHCP 

radiation, low cross-polarization (<−25 dB), low SLLs (<−10 

dB), and high radiation efficiency (>91%), and a reasonable 

fabrication method, the proposed 4 × 4 array and MIMO an-

tennas can be considered appropriate candidates for 6G applica-

tions of the sub-THz band (100–110 GHz) in wireless and 

satellite communication systems. 
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by the Seoul National University of Science and Technology.

REFERENCES 

[1] T. S. Rappaport, Y. Xing, O. Kanhere, S. Ju, A. Madanayake, S. 

Mandal, A. Alkhateeb, and G. C. Trichopoulos, "Wireless 

communications and applications above 100 GHz: Oppor-

tunities and challenges for 6G and beyond," IEEE Access, vol. 

7, pp. 78729-78757, 2019. https://doi.org/10.1109/ACCESS. 

2019.2921522 

[2] Y. He, Y. Chen, L. Zhang, S. W. Wong, and Z. N. Chen, 

"An overview of terahertz antennas," China Communica-

tions, vol. 17, no. 7, pp. 124-165, 2020. https://doi.org/ 

10.23919/J.CC.2020.07.011 

[3] A. Tamayo-Dominguez, J. M. Fernandez-Gonzalez, and M. 

Sierra-Castaner, "Monopulse radial line slot array antenna 

fed by a 3-D-printed cavity-ended modified butler matrix 

based on gap waveguide at 94 GHz," IEEE Transactions on 

 

 
 

(a) (b) 

Fig. 16. Simulated and measured radiation patterns of the proposed two-port MIMO antenna at 100 GHz for both configurations: (a) side-by-

side and (b) front-to-front. 

 

(a) (b) 

Fig. 17. Measured ECC and DG of the proposed two-port MIMO 

antenna for both configurations: (a) side-by-side and (b) 

front-to-front. 

https://doi.org/10.1109/ACCESS.2019.2921522
https://doi.org/10.23919/J.CC.2020.07.011


NGUYEN et al.: CIRCULARLY POLARIZED SERIES ARRAY AND MIMO APPLICA-TION FOR SUB-MILLIMETER WAVE /TERAHERTZ BAND  

303 

  
 

Antennas and Propagation, vol. 69, no. 8, pp. 4558-4568, 

2021. https://doi.org/10.1109/TAP.2021.3060045 

[4] A. Vosoogh, A. Haddadi, A. U. Zaman, J. Yang, H. Zirath, and 

A. A. Kishk, "W-band low-profile monopulse slot array anten-

na based on gap waveguide corporate-feed network," IEEE 

Transactions on Antennas and Propagation, vol. 66, no. 12, pp. 

6997-7009, 2018. https://doi.org/10.1109/ TAP.2018.2874427 

[5] Y. J. Cheng, W. Hong, and K. Wu, "94 GHz substrate inte-

grated monopulse antenna array," IEEE Transactions on An-

tennas and Propagation, vol. 60, no. 1, pp. 121-129, 2012. 

https://doi.org/10.1109/TAP.2011.2167945 

[6] N. Ghassemi, K. Wu, S. Claude, X. Zhang, and J. Borne-

mann, "Low-cost and high-efficient W-band substrate inte-

grated waveguide antenna array made of printed circuit 

board process," IEEE Transactions on Antennas and Propaga-

tion, vol. 60, no. 3, pp. 1648-1653, 2012. https://doi.org/ 

10.1109/TAP.2011.2180346 

[7] S. Cheng, H. Yousef, and H. Kratz, "79 GHz slot antennas 

based on substrate integrated waveguides (SIW) in a flexi-

ble printed circuit board," IEEE Transactions on Antennas 

and Propagation, vol. 57, no. 1, pp. 64-71, 2009. https:// 

doi.org/10.1109/TAP.2008.2009708 

[8] B. Cao, Y. Shi, and W. Feng, "W-band LTCC circularly po-

larized antenna array with mixed U-type substrate integrat-

ed waveguide and ridge gap waveguide feeding net-

works," IEEE Antennas and Wireless Propagation Letters, vol. 

18, no. 11, pp. 2399-2403, 2019. https://doi.org/10.1109/ 

LAWP.2019.2917774 

[9] S. S. Gao, Q. Luo, and F. Zhu, Circularly Polarized Antennas. 

Chichester, UK: John Wiley & Sons, 2014. 

[10] I. Papapolymerou, R. F. Drayton, and L. P. Katehi, "Mi-

cromachined patch antennas," IEEE Transactions on An-

tennas and Propagation, vol. 46, no. 2, pp. 275-283, 1998. 

https://doi.org/10.1109/8.660973 

[11] D. M. Pozar, "Microstrip antennas," Proceedings of the 

IEEE, vol. 80, no. 1, pp. 79-91, 1992. https://doi.org/10. 

1109/5.119568 

[12] D. K. Kong, J. Kim, D. Woo, and Y. J. Yoon, "Broadband 

modified proximity coupled patch antenna with cavity-

backed configuration," Journal of Electromagnetic Engineer-

ing and Science, vol. 21, no. 1, pp. 8-14, 2021. https:// 

doi.org/10.26866/jees.2021.21.1.8 

[13] D. M. Pozar and D. H. Schaubert, Microstrip Antenna: The 

Analysis and Design of Microstrip Antennas and Arrays. New 

York, NY: Institute of Electrical and Electronics Engineers, 

1995. 

[14] B. Jones, F. Chow, and A. Seeto, "The synthesis of shaped pat 

 

 

 

terns with series-fed microstrip patch arrays," IEEE Transac-

tions on Antennas and Propagation, vol. 30, no. 6, pp. 1206-1212, 

1982. https://doi.org/10.1109/TAP.1982.1142963 

[15] Y. B. Jung, I. Yeom, and C. W. Jung, "Centre-fed series ar-

ray antenna for K-/Ka-band electromagnetic sensors," IET 

Microwaves, Antennas & Propagation, vol. 6, no. 5, pp. 588-

593, 2012. https://doi.org/10.1049/iet-map.2011.0355 

[16] Y. B. Jung, J. H. Choi, and C. W. Jung, "Low-cost K-band 

patch array antenna for high-sensitivity EM sensor," IEEE 

Antennas and Wireless Propagation Letters, vol. 9, pp. 982-

985, 2010. https://doi.org/10.1109/LAWP.2010.2086423 

[17] V. K. Kothapudi and V. Kumar, "Compact 1×2 and 2×2 

dual polarized series-fed antenna array for X-band airborne 

synthetic aperture radar applications," Journal of Electro-

magnetic Engineering and Science, vol. 18, no. 2, pp. 117-128, 

2018. https://doi.org/10.26866/jees.2018.18.2.117 

[18] M. Fairouz and M. A. Saed, "A complete system of wireless 

power transfer using a circularly polarized retrodirective array," 

Journal of Electromagnetic Engineering and Science, vol. 20, no. 2, 

pp. 139-144, 2020. https://doi.org/10.26866/jees.2020.20.2.139 

[19] V. K. Kothapudi, "SFCFOS uniform and Chebyshev am-

plitude distribution linear array antenna for K-band appli-

cations," Journal of Electromagnetic Engineering and Sci-

ence, vol. 19, no. 1, pp. 64-70, 2019. https://doi.org/ 

10.26866/jees.2019.19.1.64 

[20] B. R. Shookooh, A. Monajati, and H. Khodabakhshi, 

"Theory, design, and implementation of a new family of ul-

tra-wideband metamaterial microstrip array antennas based 

on fractal and Fibonacci geometric patterns," Journal of 

Electromagnetic Engineering and Science, vol. 20, no. 1, pp. 

53-63, 2020. https://doi.org/10.26866/jees.2020.20.1.53 

[21] M. A. Jensen and J. W. Wallace, "A review of antennas and 

propagation for MIMO wireless communications," IEEE 

Transactions on Antennas and Propagation, vol. 52, no. 11, pp. 

2810-2824, 2004. https://doi.org/10.1109/TAP.2004.835272 

[22] M. Hussain, S. Abbas, M. Alibakhshikenari, M. Dalarsson, 

and F. Falcone, "Circularly polarized wideband antenna for 

5G millimeter wave application," in Proceedings of 2022 

IEEE International Symposium on Antennas and Propagation 

and USNC-URSI Radio Science Meeting (AP-S/URSI), 

Denver, CO, USA, 2022, pp. 830-831. https://doi.org/ 

10.1109/AP-S/USNC-URSI47032.2022.9886807 

[23] N. Sghaier, A. Belkadi, I. B. Hassine, L. Latrach, and A. 

Gharsallah, "Millimeter-wave dual-band MIMO antennas 

for 5G wireless applications," Journal of Infrared, Millimeter, 

and Terahertz Waves, vol. 44, pp. 297-312, 2023. https:// 

doi.org/10.1007/s10762-023-00914-5 

 

 

 

https://doi.org/10.1109/TAP.2011.2180346
https://doi.org/10.1109/LAWP.2019.2917774
https://doi.org/10.1109/5.119568
https://doi.org/10.26866/jees.2019.19.1.64
https://doi.org/10.1109/AP-S/USNC-URSI47032.2022.9886807


JOURNAL OF ELECTROMAGNETIC ENGINEERING AND SCIENCE, VOL. 24, NO. 3, MAY. 2024 

304 
   

  

Thinh Tien Nguyen 
https://orcid.org/0000-0002-3166-1501 

received his B.S. degree in electronics and telecom-

munications engineering from Hanoi University of 

Science and Technology (HUST), Vietnam, in 2021, 

and his M.S. degree in electrical engineering from 

the Seoul National University of Science and Tech-

nology, Seoul, South Korea, in 2023. He is currently 

an antenna engineer at Viettel High Tech (VHT), 

Hanoi, Vietnam. His current research interests in-

clude sub-THz antennas, frequency-selective surfaces, millimeter-wave 

applications, reflect/transmit-array antennas, and reconfigurable intelligent 

surfaces (RIS). 

 

 

 

 

 

 

 

 

 

 

 

Dong Ho Kim 
https://orcid.org/0000-0001-9136-8932 

received his B.S. degree in electrical engineering 

from Yonsei University, South Korea, in 1997, and 

his M.S. and Ph.D. degrees in electrical engineering 

from the Korea Advanced Institute of Science and 

Technology (KAIST), South Korea, in 1999 and 

2004, respectively. He worked at the 4G Wireless 

Technology Laboratory, Samsung Advanced Insti-

tute of Technology (SAIT), from 2004 to 2006, and 

the Mobile Communications Research Institute, Samsung Electronics, 

from 2006 to 2007. Since 2007, he has been working with the Department 

of Smart ICT Convergence Engineering, Seoul National University of 

Science and Technology (SeoulTech), South Korea. His current research 

interests include PHY/MAC design of 5G/6G mobile communication 

systems. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Jung Han Choi 
https://orcid.org/0000-0002-2007-7238 

received his B.S. and M.S. degrees in electrical engi-

neering from Sogang University, Seoul, Korea, in 

1999 and 2001, respectively, and a Dr.–Ing. degree 

from Technische Universität München, Munich, 

Germany, in 2004. From 2001 to 2004, he was a 

research scientist at the Institute for High-Frequency 

Engineering at Technische Universität München, 

Germany. During this time, he worked on high-

speed device modeling and circuit development for high-speed optical 

communications. From 2005 to 2011, he worked at the Samsung Ad-

vanced Institute of Technology and the Samsung Digital Media & Com-

munication Research Center, where he dealt with RF bio sensors, nano 

device modeling, and circuit design for millimeter wave applications, in-

cluding 60 GHz CMOS. In 2011, he joined the Fraunhofer Institute 

(Heinrich-Hertz Institute), Berlin, Germany. His current research interests 

include active/passive device design and modeling, high-frequency circuit 

design, and metamaterials. 

 

 

 

 

 

Chang Won Jung 
https://orcid.org/0000-0002-8030-8093 

received his B.S. degree in radio science and engi-

neering from Kwangwoon University, Seoul, South 

Korea, in 1997, and his M.S. degree in electrical 

engineering from the University of Southern Cali-

fornia, Los Angeles, CA, USA, in 2001. In 2005, he 

received his Ph.D. in electrical engineering and com-

puter science from the University of California at 

Irvine, Irvine, CA, USA. He was a research engineer 

in the Wireless Communication Department, LG Information and Tele-

communication, Seoul, South Korea, from 1997 to 1999. From 2005 to 

2008, he was a senior research engineer at the Communication Laboratory, 

Samsung Advanced Institute of Technology, Suwon, South Korea. He 

joined Seoul National University of Science and Technology, Seoul, Korea, 

as a professor at the Graduate School of Nano IT Design Technology in 

2008. Since 2022, he has been a professor in the Department of Semicon-

ductor Engineering at the same institution.  His current research interests 

include antennas for multi-mode multi-band communication systems, 

multifunctional reconfigurable antennas, electromagnetic interference, 

millimeter-wave applications, optically transparent electrodes, and wireless 

power transfer for energy harvesting. 

 



305 

 
 

I. INTRODUCTION 

The continuous consumption of fossil fuels has made environ-

mental problems, such as global warming, increasingly prominent. 

To address these circumstances, replacing petrol vehicles with elec-

tric vehicles (EVs) has become a strategic policy adopted by many 

countries [1–4]. Driven by the promotion of policies and incentives, 

the number of EVs has sharply increased. However, the widespread 

applications of EVs require proper solutions to their charging prob-

lems. Charging stations are the most common power replenish-

ment equipment for EVs. However, manual operations are required 

in the charging process, posing risks pertaining to poor contact and 

electric shock on rainy days, among others [5, 6]. 

Wireless power transfer (WPT) offers a new solution for charg-

ing EVs [7, 8]. In WPT, the electromagnetic field is used as the 

medium for non-contact power transmission, thus eliminating 

safety issues such as sparks and electric shock. Combined with 

intelligent identification and control, manual operation during EV 
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charging can be entirely eliminated [9, 10] and completely un-

manned operations can be achieved. The modular structure of 

WPT allows for embedded installations that do not require addi-

tional land, which is extremely beneficial for urban planning. WPT 

offers numerous advantages in the field of EV charging and, there-

fore, has received increasing attention in recent years [11, 12]. 

Extensive research and exploration has been conducted on 

WPT for EVs, mainly with regard to the converter and magnetic 

coupling mechanism (MCM) [13–15]. Converter technology is 

relatively mature, with a general efficiency higher than 95% or 

even 98% [16, 17]. The design of MCM can be divided into two 

parts—the compensation topology and the coil structure [18, 19]. 

The three most common forms of compensation topologies are 

series and parallel compensation, which are the basic compensa-

tion topologies [20, 21], and LCC compensation, which is repre-

sentative of a new compensation topology for meeting specific 

performance demands [14, 22]. Furthermore, a unipolar Q-type 

coil is the most widely used structure prevalent in MCMs [23, 

24]. However, to meet the high power requirements at close dis-

tance for EVs, the use of DD-type coil has been proposed [25, 

26], since it comprises two-directional magnetic fields on one 

side, due to which it is also known as the bipolar coil. 

In published research on WPT for EV charging, the optimi-

zation of transmission performance and structural parameters 

has usually been based on the identical structure of the MCM, 

which uses the same primary and secondary coils. However, in 

practical applications, EV wireless charging can be significantly 

affected by the characteristics of WPT and the application envi-

ronment. For instance: 
 

1) Placing the transmitter on the ground in EV wireless charg-

ing makes it easy to achieve a unified design, but the volume 

of the EV receiver may be limited. 

2) The ground clearance of different EVs varies. Therefore, di-

verse kinds of EVs need to be optimized and designed under 

various transmission distances to achieve better performance. 

3) Different batteries have varying characteristics. Therefore, to 

determine the optimal receiver, EV wireless charging needs 

to be adjusted according to the properties of the batteries. 
 

Compared to fuel-based vehicles, EVs are at a disadvantage 

with regard to their power replenishment time. Addressing this 

issue would require greater output power from WPT to shorten 

the charging time [4, 11, 27]. Therefore, to build a unified 

transmitter, a targeted design should be developed for receivers 

of different EVs to achieve maximum power. The traditional 

optimal method for achieving maximum output power using 

the same coils is no longer applicable. Therefore, in this study, a 

design method for the MCM that employs heterogeneous pri-

mary and secondary coils is proposed. The size of the receiving 

coil, the transmission distance, and the load differences are com-

prehensively examined to achieve maximum output power at a 

fixed distance within a limited design space. 

II. THEORETICAL ANALYSIS 

1. Transmission Performance of WPT 

In an 𝐿𝐶 resonant circuit, the frequency 𝑓 of voltage and 

current are not affected by the ideal resonant frequency 𝑓 =1/√𝐿𝐶 , which always remains the same as the frequency 𝑓  of the source. The difference in frequency ∆𝑓 = |𝑓 −𝑓 | between the 𝐿𝐶 and the source only affects the equiv-

alent impedance 𝑋 = 2𝜋𝑓 𝐿 − 1/2𝜋𝑓 𝐶 . In 

WPT, 𝐿𝐶 resonance, which is composed of coil inductance 

and compensation capacitance, exhibits the same characteristics. 

The simplified equivalent circuit for WPT using a series-series 

(SS) compensation topology is shown in Fig. 1. Notably, 𝑅 =𝑅 + 𝑅  and 𝑅 = 𝑅 + 𝑅  refer to the total resistance of 

the primary and secondary sides, 𝑋 = 𝜔𝐿 − 1/𝜔𝐶  and 𝑋 = 𝜔𝐿 − 1/𝜔𝐶  denote the total reactance, and 𝑋 =𝜔𝑀 is the mutual inductance reactance. Notably, Kirchhoff’s 

voltage law proposes the following equation: 
 �̇�𝑜 = 𝑅 + 𝑗𝑋 −𝑗𝑋−𝑗𝑋 𝑅 + 𝑗𝑋 𝐼𝐼 , (1)
 

where current 𝐼  and 𝐼  of the primary and second sides, re-

spectively, can be formulated as follows: 
 

⎩⎨
⎧𝐼 = 𝐴𝑅 + 𝐵𝑋 + 𝑗(𝐴𝑋 − 𝐵𝑅 ) �̇�𝐴 + 𝐵𝐼 = (𝑗𝐴 + 𝐵)𝑋 �̇�𝐴 + 𝐵  

(2)
 

where 𝐴 = 𝑅 𝑅 + 𝑋 − 𝑋 𝑋 , 𝐵 = 𝑅 𝑋 + 𝑅 𝑋 . 

 

Fig. 1. Equivalent circuit of WPT with SS compensation topology.
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Furthermore, the input power 𝑃 , output power 𝑃 , and 

transmission efficiency 𝜂 can be expressed as follows: 
 𝑃 = Re �̇� 𝐼∗ = (𝐴𝑅 + 𝐵𝑋 )𝑈𝐴 + 𝐵  (3)
 𝑃 = 𝐼 𝑅 = 𝑋 𝑈 𝑅𝐴 + 𝐵  (4)
 𝜂 = 𝑃𝑃 = 𝑋 𝑅𝐴𝑅 + 𝐵𝑋  (5)
 

where 𝑈  and 𝐼  are the modulus values of 𝑈  and 𝐼 . 

Based on Eq. (5), the variation in transmission performance 

with regard to mutual inductance was obtained, as shown in Fig. 

2. It is noted that the larger the mutual inductance reactance 𝑋 , the higher the transmission efficiency 𝜂. In other words, an 

increasing mutual inductance 𝑀 or resonant frequency 𝑓 can 

improve 𝜂. Furthermore, when output power 𝑃  attains its 

maximum value, 𝑋  must satisfy the following equation: 
 𝑋 = (𝑅 + 𝑋 )(𝑅 + 𝑋 ) = |𝑍 ||𝑍 |, (6)
 

where |𝑍 | = 𝑅 + 𝑋  and |𝑍 | = 𝑅 + 𝑋  are the am-

plitudes of the primary and secondary impedances. 

Moreover, for WPT with determined physical parameters, a 

unique value of mutual inductance 𝑀 that maximizes the out-

put power is usually considered. The maximum output is 
 𝑃 ∙ = 𝑈 𝑅2|𝑍 ||𝑍 | + 2(𝑅 𝑅 − 𝑋 𝑋 ) (7)
 

When the primary and secondary sides of the MCM have 

the same resonant frequency, which is the same as that of the 

source, the ideal resonant state is achieved, 𝑋 = 𝑋 = 0 . 

Therefore, Eqs. (6) and (7) can be simplified as follows: 

𝑋 = 𝑅 𝑅𝑃 ∙ = 𝑈 𝑅4𝑅 𝑅 . (8)

 

2. Maximum Output Power of the MCM 

For an MCM characterized by different primary and second-

ary coils, the most significant electrical parameter characteristics 

are the unequal inductances 𝐿  and 𝐿 . To meet resonance 

conditions, it may be assumed that the compensating capaci-

tances and inductances satisfy 𝐿 𝐶 = 𝐿 𝐶 . On determining 

the structural parameters of the transmitting coil and the reso-

nance frequency 𝑓, Eqs. (6) and (7) indicate that the maximum 

output power is restricted by the secondary impedance 𝑋  and 

the mutual inductance reactance 𝑋 . 

Notably, when the frequency 𝑓  of the source is equal 

to the ideal resonant frequency 𝑓 , 𝑋 = 𝑋 = 0 and 𝑍 = 𝑅 , 𝑍 = 𝑅 . Fig. 3 shows the impact of mutual inductance reac-

tance 𝑋  and receiver resistance 𝑅  on the performance of 

equivalent circuit, where 𝑅  is positively correlated and 𝑋  is 

negatively correlated with input power 𝑃 . Furthermore, when 

either 𝑅  or 𝑋  is kept constant, the output power 𝑃  will 

initially increase and then decrease with an increase 𝑅  or 𝑋 . 

As for the transmission efficiency 𝜂, as shown in Fig. 3(c), it 

increases continuously with an increase in 𝑋  or a decrease in 𝑅 , indicating an opposite trend as that of 𝑃 . 

If the frequency 𝑓  of the source is not equal to the ideal 

resonant frequency 𝑓 , 𝑋 /𝐿 = 𝑋 /𝐿 ≠ 0 . Assuming 𝑓 = 𝑓 + ∆𝑓, the receiver impedance 𝑍  cannot be con-

sidered purely resistive. Fig. 4 depicts the impact of mutual in-

ductance reactance 𝑋  and receiver resistance 𝑅  on the per-

formance of WPT under non-ideal resonant conditions. Notably, 

the variation trend of the output power 𝑃  and transmission 

efficiency 𝜂 is the same as that shown in Fig. 3(b) and 3(c). 

However, the maximum output power 𝑃 ∙  is reduced. 

This indicates that the power difference in 𝑃 ∙  is related to 

the frequency difference ∆𝑓—the greater the ∆𝑓, the greater the 

reduction in 𝑃 ∙ . Furthermore, the input power 𝑃  in Fig. 

4(a) is different from that in Fig. 3(a). This variation is the same 

as that of 𝑃  under non-ideal resonant conditions—increasing 

initially to then decrease with an increase in 𝑋  or 𝑅 . 

Based on the output power estimations shown in Figs. 3 and 

4, a unique mutual inductance reactance 𝑋  is observed, which 

achieves the maximum output power 𝑃 ∙  for any receiver 

impedance 𝑍 , thus satisfying Eq. (6). Furthermore, 𝑋 =𝜔𝑀 is influenced by mutual inductance 𝑀 and angular fre-

quency 𝜔 . The primary and secondary impedances—𝑍 =𝑅 + 𝑗𝜔𝐿 + 1/𝑗𝜔𝐶  and 𝑍 = 𝑅 + 𝑗𝜔𝐿 + 1/𝑗𝜔𝐶 —are 

influenced by coil resistances 𝑅 , self-inductances 𝐿, and an-

gular frequency 𝜔. Moreover, 𝑀, 𝑅 , and 𝐿 are found to be 

closely related to the physical parameters and the relative spatial 

 

Fig. 2. Relationship between transmission performance and mutual 

inductance. 
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position of the coils. Notably, during static WPT, the relative 

spatial position of the coils usually remains constant. This paper 

takes advantage of the effects of the physical parameters of coils 

on their electrical characteristics to optimize their structure and 

maximize their output power. 

III. ELECTRICAL PARAMETERS OF THE MCM 

For the MCMs used for EVs, electromagnetic shielding is 

usually implemented to reduce electromagnetic leakage and 

improve transmission performance, as shown in Fig. 5(a). No-

tably, the influence of electromagnetic shielding on the electrical 

parameters of coils does not change the impact of its physical 

parameters on self-inductance or mutual inductance [28, 29]. In 

other words, the difference in electrical parameters between two 

typical MCMs, as shown in Fig. 5, is mainly reflected in the 

relative magnetic permeability 𝜇. To simplify the analysis pro-

cess, this study considers an MCM without electromagnetic 

shielding, as shown in Fig. 5(b), as an example. 

To achieve maximum output power within a limited design 

space, appropriate parameters and structure of the MCM need to 

be selected and optimized based on the application scenario. 

Therefore, the mutual inductance and impedance were adjusted to 

satisfy Eq. (6). For a typical MCM without electromagnetic shield-

ing, as depicted in Fig. 6, the optimization of its physical parame-

ters involves (i) both its transmitting and receiving coils, and (ii) 

either the transmitting or receiving coil. In the case of EV wireless 

charging, the transmitting coil can be flexibly designed, but the 

receiving coil is limited by the size of the EV chassis, which indi-

 

(a) (b) (c) 

Fig. 3. Influence of mutual inductance reactance XM and receiver resistance Rr on performance under ideal resonant conditions: (a) input power Pin, 

(b) output power Pout, and (c) transmission efficiency 𝜂. 

 

 

(a) (b) (c) 

Fig. 4. Influence of mutual inductance reactance XM and receiver resistance Rr on performance under non-ideal resonant conditions: (a) input pow-

er Pin, (b) output power Pout, and (c) transmission efficiency 𝜂.

 

(a) (b)

Fig. 5. A typical MCM with two coils: (a) with electromagnetic 

shielding and (b) without electromagnetic shielding.
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cates that Situation (ii) applies in this particular context. Therefore, 

the current paper selected this situation as an example for optimiz-

ing the MCM. Subsequently, the transmitting coil and the relative 

spatial position were fixed, while the receiving coil was designed 

within a limited space to obtain the maximum output power. 

 

1. Mutual Inductance 

Mutual inductance refers to the ratio of the magnetic flux 

linking any coil to the current-producing magnetic flux in the 

other coil. For two parallel single-turn circular coils [30], the 

mutual inductance can be expressed as follows: 
 𝑀 𝑅𝐶 , 𝑅𝐶 , 𝐷 ,  = 2𝜇𝛼 𝑅𝐶 𝑅𝐶 , (9)
 

where 𝛼 = 2 𝑅𝐶 𝑅𝐶 / 𝑅𝐶 +𝑅𝐶 + 𝐷 , 𝜇  is the per-

meability of vacuum, 𝑅𝐶  and 𝑅𝐶  are the radii of the two sin-

gle-turn coils, and 𝐷  is the center-to-center distance of the two 

single coils. Furthermore, 𝑃(𝛼 ) and 𝑄(𝛼 ) are the complete 

elliptic integrals of the first and second kinds, respectively. 

Notably, a multi-turn coil can be considered equivalent to 

some single-turn coils with a continuously varying radius. Fur-

thermore, since the coil radius 𝑅𝐶 is usually much larger than 

the wire radius 𝑟, the effect of 𝑟 can be ignored. Therefore, the 

equivalent radius of the 𝑖  single-turn coil from the center can 

be formulated as 𝑅𝐶 𝑅𝐶 + (𝑖 − 1)𝑑, where 𝑑 is the pitch. 

Notably, all single-turn coils have the same center. Furthermore, 

the distance 𝐷 ,  between the center of the transmitting coil 

and the receiving coil also remains constant. Assuming that the 

turns of the transmitting and receiving coils are 𝑁  and 𝑁 , the 

mutual inductance of MCM can be represented as follows: 
 

𝑀 =        𝑀 , 𝑅𝐶 , 𝑅𝐶 , 𝐷 , . 
(10)

Mutual inductance is influenced by multiple factors, which 

can be divided into two categories—the physical parameters of 

the coils, including the pitch 𝑑 , 𝑑 , turns 𝑁 , 𝑁 , outer radii 𝑅𝐶 , and 𝑅𝐶 , and the relative spatial position parameters 𝐷 , , 

also known as spatial parameters of the MCM, including the 

vertical spacing 𝑏, horizontal offset 𝑎, and tilt angle 𝛾. In stat-

ic WPT, spatial parameters, usually regarded as known parame-

ters in an optimal design, can be obtained through measurement 

and prediction. 

To carry out an in-depth emamination of the influence of 

physical parameters on mutual inductance, a simulation model 

was employed in this study. According to the symmetry charac-

teristics and magnetic field distribution of the MCMs, the 

transmitting and receiving coils have the same effect on mutual 

inductance. Therefore, in the simulation, only the parameters of 

the receiving coil were changed. Furthermore, to eliminate the 

influence of specific parameter values, the physical and electrical 

parameters were synchronously normalized, the function for 

which can be defined as follows: 
 𝜒 = 𝜍𝜍 , (11)
 

where 𝜍  represents the mean value of each parameter within 

the change range. 

The outer radius 𝑅𝐶 , turns 𝑁 , pitch 𝑑 , and the mutual 

inductance 𝑀 were synchronously normalized based on Eq. 

(11), the results of which are shown in Fig. 7. The slopes of the 

curves in Fig. 7 represent the strength of the influence of physi-

cal parameters on mutual inductance. A positive slope indicates 

an active impact, while slopes less than 0 indicate a negative 

correlation. In other words, the greater the absolute value of the 

slope, the more significant the effect. According to the varia-

tions of the curves observed in Fig. 7, it is evident that 𝑅𝐶  and 𝑁  are positively correlated with 𝑀, while 𝑑  is negatively 

correlated. Furthermore, the slopes corresponding to 𝑅𝐶  and 𝑑  are approximately constant, indicating a linear correlation 

between 𝑅𝐶 , 𝑑 , and 𝑀. It is further observed that as 𝑁  

increases, the rate of change of 𝑀 decreases continuously. This 

may be attributed to the fact that when 𝑁  increases while 𝑅𝐶  and 𝑑  are constant, the increased 𝑅𝐶 gradually starts to 

decline, as a result of which the influence of 𝑁  on 𝑀 will 

continue to weaken. 

From Fig. 7, it is evident that changing the transmitting coil 

does not affect the impact of the receiving coil on mutual in-

ductance. Therefore, when a single-sided coil is optimized, the 

parameters of the other side can be considered known. Overall, 

the influence of the physical parameters of a single-sided coil on 

mutual inductance 𝑀 can be expressed as 
 𝑀 = 𝑥 (𝑅𝐶 , 𝑁 , 𝑑 ). (12)

 

Fig. 6. A typical MCM without electromagnetic shielding. 



JOURNAL OF ELECTROMAGNETIC ENGINEERING AND SCIENCE, VOL. 24, NO. 3, MAY. 2024 

310 
   

  

2. Self-Inductive 

Mutual inductance is defined as the ratio of the magnetic flux 

linking one coil to the current-producing magnetic flux in the 

same coil [31, 32]. Its corresponding equation can be presented as: 
 𝐿(𝑅𝐶 , 𝑟 ) = 𝜇 𝑅𝐶 ln 8𝑅𝐶𝑟 − 2 , (13)
 

where, 𝑅𝐶  is the radius of the single-turn coil and 𝑟  is the 

radius of the wire. 

All equivalent single-turn coils have the same center—𝐷 , = 0. 

The self-inductance of a coil with 𝑁  turns can be formulated as: 
 𝐿 =    𝐿(𝑅𝐶 , 𝑟) 

       +      ,  𝑀 , 𝑅𝐶 , 𝑅𝐶 , 𝐷 , = 0 . 
(14)

 

According to Eq. (14), self-inductance is mainly influenced 

by its own turns 𝑁 , radius 𝑅𝐶 , pitch distance 𝑑 , and wire 

radius 𝑟 . Therefore, during coil design, 𝑟  is usually deter-

mined based on electrical parameters, such as current and volt-

age. Only 𝑁 , 𝑅𝐶 , and 𝑑  are the optimal targets for the coil 

structure. The results processed using Eq. (11) are presented in 

Fig. 8, which shows that the changes in the curves are similar to 

those shown in Fig. 7. The radius 𝑅𝐶  and turns 𝑁  are posi-

tively correlated with self-inductance 𝐿 , while the pitch 𝑑  is 

negatively correlated with the same. Furthermore, 𝑅𝐶  and 𝑑  

are linearly correlated with 𝐿 . Notably, 𝑅𝐶  and 𝑁  corre-

spond to a larger curve slope, meaning that these parameters 

have a more obvious influence on 𝐿 . 

Therefore, the self-inductance of a coil is constrained only by 

its own physical parameters, which can be expressed as: 
 𝐿 = 𝑥 (𝑅𝐶 , 𝑁 , 𝑑 ). (15)

 

3. Resistance 

The AC losses of an MCM comprise ohmic losses and radia-

tion losses [7]. Ohmic losses dominate in the low-frequency 

range, while radiation losses become prevalent at high frequen-

cies. For EV wireless charging, the resonant frequency generally 

remains between 80 kHz and 100 kHz, thus falling in the low-

frequency range. Therefore, in this case, radiation losses can be 

neglected. As a result, only ohmic resistance was considered in 

this experiment, which can be expressed as follows: 
 𝑅 = 𝜇 𝜔2𝜎 𝑙4𝜋𝑟 = 𝜇 𝜔2𝜎 2𝑅 − (𝑁 − 1)𝑑8𝜋𝑟 𝑁, (16)
 

refers to the pitch, 𝜔 denotes angular frequency, and 𝜎 indi-

cates conductivity. 

According to Eq (16), the AC resistance RAC is influenced by 

the operating parameters (angular frequency 𝜔), wire material 

(conductivity 𝜎, wire radius r), and structure parameters (radius 

 

 

(a) (b) (c) 

Fig. 7. Influence of physical parameters on mutual inductance: (a) outer radius, (b) turns, and (c) pitch. 
 

 
(a) (b) (c) 

Fig. 8. Influence of physical parameters on self-inductance: (a) outer radius, (b) turns, and (c) pitch.



DAI et al.: DESIGN OF MAGNETIC COUPLING MECHANISM WITH DIFFERENT PRIMARY AND SECONDARY COILS…  

311 

  
 

RC, turns N, pitch d). Therefore, the proposed design focused 

on structure parameters. The impact of physical parameters on 

AC resistance RAC is demonstrated in Fig. 9. 

Notably, the curves shown in Fig. 9 were also normalized. 

The influence of physical parameters on AC resistance 𝑅  is 

consistent with the overall trend shown in Figs. 7 and 8. The 

outer radius 𝑅𝐶  and turns 𝑁  are linearly positively correlat-

ed with 𝑅 , while pitch 𝑑  is negatively correlated. Essential-

ly, it is observed that an increase in 𝑅𝐶  and 𝑁 will lengthen 

the total length of wire 𝑙, while the increase in 𝑑  will shorten 

it. Furthermore, Litz wire is usually used in WPT, as it can ef-

fectively mitigate the skin effect and proximity effect. There 

exists a linear relationship between physical parameters and 𝑅 . 

It is only when 𝑑  is very small that it will exhibit a reduced 

skin effect. In other words, 𝑅  gradually decreases and even-

tually stabilizes with an increases of 𝑑 . 

AC resistance 𝑅  is also restricted by radius 𝑅𝐶 , turns 𝑁 , 

and pitch 𝑑 , which can be expressed as follows: 
 𝑅 = 𝑥 (𝑅𝐶 , 𝑁 , 𝑑 ). (17)
 

Overall, based on the effects of physical parameters on electri-

cal parameters, Figs. 7–9 show that the outer radius 𝑅𝐶 , turns 𝑁 , and pitch 𝑑  have an almost similar influence on mutual 

inductance 𝑀, self-inductance 𝐿, and AC resistance 𝑅 . 

IV. OPTIMIZATION OF THE MCM 

1. Influence of Resonance Frequency 

Based on the theories demonstrated above, resonance frequency 𝑓 is another crucial factor that affects the maximum output pow-

er 𝑃 ∙ . Eq. (6) clearly shows that 𝑓 influences 𝑃 ∙ , 

primary impedance 𝑍 , secondary impedance 𝑍 , and mutual 

inductance reactance 𝑋 . The impact of 𝑓 and mutual induct-

ance 𝑀 on transmission performance, based on Eqs. (3)–(5), are 

shown in Fig. 10, where the black dashed line corresponds to the 

ideal resonant frequency 𝑓 . The area to its right represents the 

under-compensation area, where the primary reactance 𝑋  and 

secondary reactance 𝑋  are inductive. Moreover, input power 𝑃  and output power 𝑃  have the same variations. When 

frequency 𝑓 reaches close to 𝑓 , the maximum output power 𝑃 ∙  is achieved, while the corresponding mutual inductance 𝑀 is the smallest. Furthermore, as 𝑓 increases, the required 𝑀 

for 𝑃 ∙  increases along with it. This is because when 𝑓 

deviates from 𝑓 , 𝑋 /𝐿 = 𝑋 /𝐿 ≠ 0. This means that the 

larger the deviation, the larger the 𝑋  and 𝑋 . Since the modu-

lus of the primary and secondary impedances |𝑍 | and |𝑍 | are 

also larger, a larger 𝑋  was required. In addition, for the trans-

mission efficiency 𝜂 in Fig. 10(c), the higher the 𝑀, the higher 

the 𝜂. Therefore, 𝜂 is also affected by 𝑓. A small 𝑀 results in a 

 

  

(a) (b) (c) 

Fig. 9. Influence of physical parameters on AC resistance: (a) outer radius, (b) turns, and (c) pitch.

 
(a) (b) (c) 

Fig. 10. The transmission performance varying with the mutual inductance and frequency: (a) input power (W), (b) output power (W), and (c) 

transmission efficiency (%). 
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higher 𝑓 and lower 𝜂. At 𝑓 , the required 𝑀 is at its mini-

mum. This is also why both the primary and secondary sides of 

an MCM should work in a resonant state as much as possible. 

 

2. Design of the Receiving Coil 

The design process for the receiving coil to obtain the maxi-

mum output power 𝑃 ∙  is shown in Fig. 11. First, the wire 

radius 𝑟, load 𝑅 , and resonance frequency 𝑓 were determined 

based on the requirements of EV wireless charging. In a single-

sided restricted MCM, the physical parameters of a transmitting 

coil and its relative spatial position are known conditions. Fur-

thermore, self-inductance 𝐿  and resistance 𝑅  of the trans-

mitting coil were determined using Eqs. (15) and (17). For this 

purpose, the primary and secondary coils with similar or identical 

structures and parameters were considered the most favorable. 

Notably, for a restricted receiving coil, the radius 𝑅𝐶  should be 

as close as possible to that of the transmitting coil. Moreover, 

since the resistance of coils is usually small, 𝑅  is generally high-

er than the resistance of the source and the compensation capaci-

tor. Therefore, it is included in 𝑍 . However, resistance 𝑅  of 

the receiving coil is usually ignored. Additionally, to reduce losses, 

the influence of the skin effect should be weakened as much as 

possible. The optimal pitch 𝑑  was selected based on 𝑓. Subse-

quently, based on Eq. (6), the optimal impedance 𝑋  was calcu-

lated. The outer radius 𝑅𝐶 , turns 𝑁 , and pitch 𝑑  of the re-

ceiving coil were selected using Eqs. (12), (15), and (17). 

When both the primary and secondary sides of an MCM are in 

ideal resonance, 𝑋 = 𝑋 = 0 , 𝑍 = 𝑅 , and 𝑍 = 𝑅 . The 

effect of self-inductance 𝐿  of the receiving coil can be ignored, 

since it only needs to satisfy Eq. (6). In such a case, the turns of the 

receiving coil can be calculated without accounting for Eq. (15). 

As shown in Fig. 4, when the resonance frequency 𝑓 deviates 

from the ideal value—that is, when it is in non-ideal resonance—

an optimal mutual inductance 𝑀 is present. Therefore, the effects 

of the self-inductances of both the transmitting and receiving coils 

must be accounted for in the design process shown in Fig. 11. 

V. EXPERIMENTS 

Four coils were wound with 0.1 mm × 500 Litz wire, main-

taining a pitch of 5 mm. One of the coils was a transmitting coil, 

while the other three were receiving coils. The representative 

symbols and corresponding structures are listed in Table 1, while 

the physical and electrical parameters of the four coils are shown 

in Table 2. Excluding the reserved length of the wire, the total 

lengths of the four coils were 250π cm, 176π cm, 210π cm, and 

240π cm. The ratio of wire length to AC resistance was approx-

imately equal, consistent with the theoretical derivation in Eq. 

(16). Furthermore, the ratio of self-inductance to the number of 

turns was closely aligned with the law depicted in Fig. 8(b). No-

tably, the SS compensation topology was selected. Coils and 

corresponding compensation capacitors together formed the 

Requirements for wireless charging and 
limitations on design space

1. Determine wire radius, frequency, load, etc.  
2. Determine the self-inductance, resistance, etc. of 

transmitting coil according to (15) and (17).
3. Determine the outer radius of receiving coil based on the 

limited space.

Determine the optimal pitch range of the receiving coil, 
whether the internal resistance of coils is included, etc.

Calculate the optimal mutual inductance (or mutual 
inductance) based on equation (6).

Calculate the optimal radius, turns, and pitch according to  
(12), (15), and (17), and design the optimal coil structure.  

Fig. 11. Design flow of an optimal receiving coil. 

Table 1. Symbols and their means and structures 

Symbol TC RC1 RC2 RC3

Means Transmitting coil Receiving coil 1 Receiving coil 1 Receiving coil 3

Structure 

 
Wire length of coil (cm) 250π 176π 210π 240π

Optimal transmission distance (cm) - 25 27 28
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transmitter and the different receivers, ultimately generating 

different MCMs. The representative symbols and meanings of 

the transmitter, receivers, and MCMs are presented in Table 3. 

The resonant frequency was selected as 85 kHz. A vector 

analyzer (TH2826) was employed to perform the impedance 

characteristics. The sweep frequency range was 50 kHz–150 

kHz. Notably, compensation capacitances of the transmitter 

and receivers were adjusted to meet the reactance 𝑋 of 0 in 

frequency 𝑓 = 85 kHz. Fig. 12 traces the variations in 𝑋 and 

resistance 𝑅 with 𝑓. It is evident that 𝑋 increases continuous-

ly with an increase in 𝑓, changing from negative (capacitive) to 

positive (inductive). Notably, compensation capacitor banks are 

composed of standard capacitors (with certain errors). Table 2 

presents the actual compensation capacitances calculated. Due 

to the parasitic capacitances of the coils, the actual compensa-

tion capacitances were slightly lower than those calculated based 

on resonance. Furthermore, the resistances of the transmitter 

and receivers were approximately the sum of those of the coils 

and the corresponding capacitors. 

This study constructed three MCMs, as shown in Table 3. 

Fig. 13 presents the variation in mutual inductance 𝑀 with 

transmission distance 𝐷 when the transmitting and receiving 

coils face each other. It is observed that as 𝐷 increases, 𝑀 

continues to decrease—first fast and then slow. Furthermore, 

the more turns the receiving coil has, the greater the 𝑀 of the 

MCM that it forms. This result is consistent with the theoreti-

cal analysis, thus verifying that in a limited space (that is, the 

radius of coils remains unchanged), the adjustment of turns can 

ensure that the same 𝑀 at different 𝐷. 

Under ideal resonant conditions, the load 𝑅  remained con-

stant, but the transmission distances 𝐷 of the MCMs changed 

(essentially, the change in mutual inductance 𝑀 in Fig. 13). 

Furthermore, Fig. 14 shows the variations in output power 𝑃  and transmission efficiency 𝜂 with the transmission dis-

tance 𝐷. It is evident that the trends of all three MCMs are the 

same. As 𝐷 increases, 𝑃  increases at first and then declines. 𝜂 shows a continuous downward trend. Furthermore, the more 

the turns of the receiving coil, the greater the 𝜂. All three 

MCMs achieved maximum 𝑃  at 𝜂 of around 50%. How-

ever, the optimal 𝐷 corresponding to the maximum 𝑃  was 

different—25 cm, 27 cm, and 28 cm for the three MCMs. 

To achieve maximum output power 𝑃 , Eq. (6) had to be 

met. At ideal resonance frequency 𝑓 , the primary impedance 𝑍  refers to the sum of the resistances of the coil and compensa-

tion capacitor, which showed almost no change. Meanwhile, the 

secondary impedance 𝑍  includes the resistances of the coil, 

compensation capacitor, and load. Usually, the resistance 𝑅  of 

a load is significantly greater than that of the receiver, with 𝑍  

being approximately equal to 𝑅 . Notably, the transmission dis-

tances 𝐷 corresponding to the three images are found to be 25 

cm, 27 cm, and 28 cm, representing the optimal 𝐷 correspond-

ing to the different MCMs. The three curves in Fig. 15 corre-

spond to the 𝑃  and 𝜂 of the three MCMs. Their variations 

are almost identical to Fig. 14. As 𝑅  increases, 𝑃  increases 

at first and then decreases, while 𝜂 shows a continuous decreas-

Table 2. Physical and electrical parameters of MCM 

  TC RC1 RC2 RC3

Radius (mm) 150 130 130 130

Turns 10 8 10 12

Pitch (mm) 5 5 5 5

Self-inductive (μH) 38.55 22.61 30.27 37.52

Compensation capacitor 

(nF) 

88.68 153.86 113.88 92.71 

 

 

Fig. 12. The impedance and resistance varying with frequency.

Table 3. Symbols and their means 

Symbol Means 

TX, RX1, RX2, RX3 TC, RC1, RC2, RC3 and their corresponding 

compensation capacitances 

MCM1 MCM composed of TX and RX1

MCM2 MCM composed of TX and RX2

MCM3 MCM composed of TX and RX3
 

 

Fig. 13. Mutual inductance varying with transmission distance. 
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ing trend. Furthermore, the more the turns of the receiving coil, 

the greater the corresponding optimal 𝑅 . Also, the farther the 𝐷, the smaller the corresponding optimal 𝑅 . Moreover, the 

three pictures shown in Fig. 15 indicate that the MCMs corre-

sponding to the maximum 𝑃  are MCM1, MCM2, and 

MCM3. This implies that the change in 𝑅  does not affect the 

optimal 𝐷 corresponding to the different MCMs. 

Under non-ideal resonance conditions, frequency 𝑓 tends to 

have an impact on mutual inductance reactance 𝑋 , primary 

impedance 𝑍  and secondary impedance 𝑍 . In theory, as long 

as Eq. (6) is satisfied, WPT can extract the maximum output 

power 𝑃 . Fig. 16 presents the variation in output power 𝑃  and transmission efficiency 𝜂 with 𝑓 when the mutual 

inductance 𝑀 and load 𝑅  are constant. Notably, the trans-

mission distances 𝐷 corresponding to three images remains 25 

cm, 27 cm, and 28 cm. However, as 𝑓 increases, 𝑃  and 𝜂 

first show an increasing trend that ultimately becomes a de-

creasing trend. The maximum values are achieved around the 

ideal resonant frequency 𝑓 = 𝑓 . However, the rate of change 

in 𝑃  is considerably higher than 𝜂. Notably, similar to the 

influence of 𝑅  on the maximum 𝑃 , 𝑓 does not influence 

the optimal 𝐷 corresponding to the different MCMs. 

In obtaining the above experimental results using different 

MCMs, the transmitting coil remained the same. The outer 

radiuses of the receiving coils were also the same. Furthermore, 

even when the transmission distance 𝐷, load 𝑅 , and frequency 𝑓 changed, there was always an optimal MCM that was able to 

obtain the maximum output power 𝑃 ∙ . The only variable 

for this optimal MCM was the turns 𝑁  of receiving coil. This 

result verifies the feasibility of taking recourse to the adjustment 

of turns to achieve maximum output power for MCMs with 

different primary and secondary coils at a specific position. 

 

(a) (b) (c) 

Fig. 15. Output power and transmission efficiency varying with load: (a) transmission distance is 25 cm, (b) transmission distance is 27 cm, and (c) 

transmission distance is 28 cm. 
 

 

(a) (b) (c) 

Fig. 16. Variations in output power and transmission efficiency with frequency: (a) transmission distance of 25 cm, (b) transmission distance of 

27 cm, and (c) transmission distance of 28 cm. 

 

Fig. 14. Variations in output power and transmission efficiency with 

transmission distance. 



DAI et al.: DESIGN OF MAGNETIC COUPLING MECHANISM WITH DIFFERENT PRIMARY AND SECONDARY COILS…  

315 

  
 

VI. CONCLUSION 

This paper presents an optimal design method for achieving 

the maximum output power from MCMs using different prima-

ry and secondary coils. Detailed analyses were conducted on the 

impact and variation of the physical parameters on the electrical 

characteristics. Considering a confined space, the maximum 

power output for a specific transmission distance was achieved by 

optimizing the structural parameters of the coil. A design process 

for this optimal coil was also summarized. Three different 

MCMs were built, and relevant experiments were conducted on 

a 1 kW experiment platform. The differences between the best 

mutual inductances corresponding to the maximum output pow-

er were verified at different transmission distances, loads, and 

resonance frequencies. Notably, the results were found to be con-

sistent with those of the simulations and theories, thus verifying 

the feasibility of the proposed optimal method. 
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I. INTRODUCTION 

Unlike an imaging system that captures images using optics, 

the synthetic aperture radar (SAR) system acquires images by 

directing radio waves at a target and then measuring the reflect-

ed signal. This means that it is free from the influence of envi-

ronmental conditions, such as bad weather, clouds, and dust, and 

observations are possible regardless of the time of the day [1]. 

Among the many ways available for operating SARs, most 

studies have been conducted on the monostatic mode, which 

operates using only one satellite platform because of its easy 

control and low complexity of geometry analysis [2]. However, 

since the monostatic mode operates by using only one satellite 

platform, limitations related to SAR system performance and 

related geometric problems often arise as a result of inflexible 

platform operation [3]. 

In this context, bistatic SAR systems have gained significant 

military and civilian attention in recent years. It has enhanced 

the capability of remote sensing missions in the areas of anti-

jamming, covert instrument detection, and configuration flexi-

bility [4, 5]. In addition, it exhibits better performance than 

monostatic SAR systems for several pertinent variables, such as 

signal-to-noise ratio (SNR) and spatial resolution, by appropri-

ately utilizing the bistatic platform structure [6]. Because of 

these advantages, several SAR missions, such as TanDEM-X by 

the German Aerospace Centre—a high-resolution X-band 
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SAR using phase array technology—and RADARSAT-2/3 

developed by the Canada Center for Remote Sensing, have been 

conducted to investigate the bistatic SAR mode [7, 8]. 

One of the major interests of these SAR missions has been 

analyzing performances, such as those of resolution, noise-

equivalent sigma zero (NESZ), and range/azimuth ambiguity. 

Since the performance of a SAR system greatly influences the 

quality of the images obtained from SAR sensors, studies ana-

lyzing SAR performance have been actively conducted. With 

regard to the monostatic mode, considerable effort has been 

directed at improving image quality by analyzing the ambigui-

ties of the SAR system [9, 10]. Furthermore, an appropriate 

quad-pol SAR was designed by drawing on a performance anal-

ysis of antenna characteristics [11]. 

In the performance analysis of bistatic SAR systems, the sepa-

ration of the transmitter and receiver means that additional con-

siderations must be made based on the geometric configurations 

of the system. In the literature, the performance analysis of bistatic 

SAR has included investigations into SNR, resolution, and 

NESZ in spaceborne–airborne and inter-spaceborne operating 

environments [6, 12]. Spaceborne bistatic SAR is primarily oper-

ated in a repeat-pass scenario along one path, which offers an 

advantage in interferometry processing, since two satellites repeat-

edly investigate the same path [12]. However, various configura-

tions of the bistatic SAR system must be explored to improve 

performance by adjusting the positional relationship and direction 

of progress to ultimately meet the goal of each SAR mission.  

The performance of bistatic SAR systems is highly affected 

by their geometry and the scenario of operation. In spaceborne 

SAR environments, parallel trajectory configurations [13], in 

which two satellites are operated parallelly at the same altitude 

and speed, offer the advantages of reduced geometric and radial 

distortion as well as pointing and timing synchronization [2]. 

Notably, the optimum geometric configuration of a parallel tra-

jectory can be designed by conducting a performance analysis of 

bistatic SAR systems. In a parallel trajectory bistatic SAR sys-

tem, the baseline—the distance between two satellites—must be 

carefully determined from a timing diagram. In particular, both 

the arrival time of signals received through a direct path and the 

path reflected onto the Earth’s surface must be accounted for in 

the timing diagram to attain the optimum design.  

In this paper, the baseline of the bistatic spaceborne SAR sys-

tem is first determined to identify the largest observation area 

from a timing diagram of the two satellites flying parallelly at 

the same altitude and speed. The resolution, NESZ, range am-

biguity-to-signal ratio (RASR), and azimuth ambiguity-to-

signal ratio (AASR) performances of the SAR system are inves-

tigated using the determined geometric configurations. After 

selecting the optimum observation area from the calculation 

results, a comparison of the results for the forward and back-

ward operations of the transmission/reception satellites operat-

ing in the monostatic mode is conducted to determine the oper-

ation scenario offering better results. 

II. BASELINE DETERMINATION IN BISTATIC SAR 

Fig. 1 shows the configuration of a spaceborne, parallel trajec-

tory, bistatic SAR system where the transmitting and receiving 

satellites move in a parallel flight path at the same altitude and 

speed. In bistatic operations, the transmitter is assumed to be at 

Trajectory 1 and the receiver at Trajectory 2. For comparison, a 

monostatic SAR mode was also assumed to operate at Trajecto-

ry 1 or 2. In Fig. 1, the distance between the two satellites or the 

baseline is denoted by B, the altitude of the satellites is H, and 

the look angle at the transmitter is represented as 𝜃 . Notably, 

the transmission/reception satellites were synchronized and op-

erated in simultaneous transmission mode. Notably, for a given 

pulse repetition frequency (PRF), the bistatic SAR in Fig. 1 

bears the blind look angle at which the return signals travel 

along path 𝑟 + 𝑟  to reach the satellite during transmission. 

In spaceborne bistatic SAR systems, two additional signals 

reach the receiver [14]. One is the direct signal from the trans-

mitter to the receiver through baseline B. The other is the 

common plane specular echo reflected by the Earth’s surface 

between the two satellite trajectories along path length 2𝑟 .  

In Fig. 2, the timing diagram of a spaceborne bistatic SAR is 

displayed for H = 500 km and B = 200 km. The red stripes 

represent the blind look angle, while the blue and green stripes 

are the footprints of the direct signal and the common plane 

specular echo, respectively. The direct signal and the specular 

echo disturb the sensing of return signals from the observation 

 

Fig. 1. Geometric cross-section of the bistatic SAR. 
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area. Therefore, for a fixed PRF, swath widths are limited only to 

the look angles that do not correspond to the blind angles and 

are not disturbed by the direct signal and specular echo. As 

shown in Fig. 2, for a PRF of 14,400 Hz, the observable area for 

the bistatic SAR is quite narrow for B = 200 km. Furthermore, 

the frequency of the PRF range is slightly higher than expected. 

This may be attributed to the antenna used in the simulation in 

this study, which was manufactured by the authors in their own 

laboratory, with dimensions of 1.5 m width and length in a pa-

rabola configuration [15]. Notably, the PRF should be high 

enough to be high enough to avoid ambiguity. 

To obtain the widest swath width, the stripes of the direct 

signal and specular echo must overlap with those of the blind 

angle. Although Fig. 2 indicates that an overlap of three stripes 

is not realizable for all PRFs, this can be achieved by adjusting 

the baseline of a specific PRF. To identify the proper baseline 

and PRF for a given H, this study took recourse to forbidden 

arrival times, expressed as Eqs. (1)–(3), where T is the pulse rep-

etition interval (PRI) of the transmitted signal and l, m, and n 

are the integers including zero. 

In particular, 𝑡 (𝑙) and 𝑡 (𝑚) are the forbidden arrival 

times resulting from the direct signal and the specular echo, re-

spectively, while 𝑡 (𝑛) is the forbidden time for transmission. 

If three forbidden arrival times occur at the same time, the for-

bidden look angle can be minimized. 
 𝑡 (𝑙) = 𝐵𝑐 + 𝑙𝑇, (1)
 𝑡 (𝑚) = 2𝑟𝑐 + 𝑚𝑇, (2)
 𝑡 (𝑛) = 𝑛𝑇. (3)
 

For a specific PRF, the baselines satisfying 𝑡 = 𝑡  can be 

easily estimated. However, the 𝑡  might not always coincide 

with the other two since it is quantized by the PRI. For instance, 

in Fig. 2, it can be observed that for B = 200 km, the 𝑡  coin-

cides with 𝑡  at PRF = 14,300 Hz, but 𝑡  has different val-

ues. Fig. 3(a) displays the arrival times when the baseline chang-

es for PRF = 14,300 Hz. The 𝑡 (blue) and 𝑡 (green) are co-

incident for B = 175 km and 200 km, but the 𝑡  does not co-

incide for both baselines. Therefore, to find the accurate PRF 

and baseline at which three arrival times coincide simultaneous-

ly, repeated calculations are necessary. As the PRF changed, the 

baselines satisfying 𝑡 = 𝑡  were first identified, and then their 

coincidence with 𝑡  was checked. After conducting iterations 

of the above process, the proper PRF and baseline at which the 

three signals arrived simultaneously were identified. For PRF = 

14,400 Hz, Fig. 3(b) shows that 𝑡 = 𝑡  for B = 182 km and 

208 km, but the arrival times of the three signals collapse into 

the same instance only for B = 208 km. 

The timing diagram for the baseline of 208 km is presented 

in Fig. 4. It is observed that when the PRF is 14,400 Hz, the 

stripes for the direct and specular echo merge into those of the 

 

Fig. 2. Timing diagram of a bistatic SAR system (B = 200 km). 

(a) (b) 

Fig. 3. The forbidden arrival times 𝑡 (blue), 𝑡 (green), and 𝑡 (red) vs. the baseline: (a) PRF = 14,300 Hz and (b) PRF = 14,500 Hz.
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blind look angle at incidence angles of 27.9°, 31°, and 34°. Sub-

sequently, three observation areas with maximum swath width 

were achieved for three incidence angle ranges—from 28.8° to 

30.2°, from 31.8° to 32.9°, and from 34.2° to 35.2°. 

III. BISTATIC SAR SYSTEM PERFORMANCE EVALUATION 

In Section II, SAR system parameters were selected using the 

timing diagram, with the baseline being 208 km, the PRF being 

14,400 Hz, and the three incidence angle ranges being 29° to 

29.8°, 31.8° to 32.9°, and 34.2° to 35.2°. The performance of the 

bistatic SAR system was analyzed in terms of relevant perfor-

mance variables, such as ambiguity ratio, NESZ, and resolution, 

as was the case with the monostatic mode. 

However, unlike the monostatic mode, the bistatic mode op-

erates using two satellites—one set to be only a receiver and the 

other set to operate in the monostatic mode (operates both Tx 

and Rx). As a result, the system parameters, such as incidence 

angle and slant range, changed depending on the location of the 

monostatic satellite. Since such changes affect the performance 

of the SAR system, a performance analysis was conducted by 

classifying the monostatic satellites into cases in which a satellite 

is set to be in the monostatic mode. As shown in Fig. 1, this 

study divided the signal trajectory into two parts—the left mon-

ostatic placement and the right monostatic placement. Notably, 

since the position of the satellite remained unchanged, it did not 

affect the timing variables. For both cases, the performance of 

the bistatic SAR system was analyzed, and each performance 

was compared based on the monostatic operating position. 

 

1. Ambiguity-to-Signal Ratio 

The ambiguity-to-signal ratio comprises the RASR and the 

AASR, representing the ratio of undesired signals to the desired 

SAR signal. The RASR can be calculated using the transmis-

sion/reception gain 𝐺 (𝜃)/𝐺 (𝜃); , the transmission/reception 

slant range 𝑟 /𝑟 , the bistatic angle 𝛽, the aspect angle 𝜓, and 

the angle at which the ambiguity signal occurs in the range di-

rection angle 𝜃 . In particular, bistatic RASR can be expressed 

as in [13, 16]. Notably, when receiving the n-th signal, the am-

biguity ratio can be calculated using the ratio of the n-th re-

ceived signal to the other signals. 
 𝑅𝐴𝑆𝑅 =∑ 𝐺 𝜃 (𝑛) 𝐺 𝜃 (𝑛)𝑟 𝑟 𝑟 + 𝑟 (n)cos 𝛽(𝑛)2 cos 𝜓(𝑛)𝐺 𝜃 (0) 𝐺 𝜃 (0)𝑟 𝑟 𝑟 + 𝑟 (0) cos 𝛽(0)2 cos 𝜓(0) . 

(4)

 

Unlike the monostatic mode, the bistatic RASR reflected pa-

rameters such as the transmit/receive gain (𝐺 /𝐺 ), the bistatic 

angle (𝛽), the aspect angle (𝜓), and the transmit/receive slant 

range (𝑟 /𝑟 )  caused by the separation of the transceiver. 

When the PRF reached 14,400 Hz, the baseline with the max-

imum swath width was assumed to be 208 km. It was also as-

sumed that the two satellites maintained the same speed at an 

altitude of 500 km, as well as the same baseline and fly parallel, 

and that both were operating in stripmap mode. 

Fig. 5 shows the bistatic RASR performance results with re-

gard to the baseline. As the right-side satellite (receiver only) 

approaches the left-side satellite (monostatic mode), the per-

formance tends toward being similar to the monostatic mode, 

and it ultimately matches the monostatic RASR when the base-

line reaches 0 km. Fig. 6 shows the results of the RASR for the 

three observation areas obtained from the bistatic timing dia-

gram. In the bistatic mode, the incidence angles 28.8° to 30.2°, 

31.8° to 32.9°, and 34.2° to 35.2° achieve a minimum RASR of 

-47 dB, -41 dB, and -33 dB, respectively. Furthermore, as the 

incidence angle increases, the slant range with the target be-

comes longer, leading to the increased reception of undesired 

signals and ultimately resulting in increased range direction am-

 

Fig. 4. Timing diagram of the proposed bistatic SAR at B = 208 km. 

 

Fig. 5. Comparison of bistatic RASR performance. 
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biguity signals. Notably, in the monostatic mode, the left ar-

rangement for the three observation areas attained a minimum 

RASR of -41.3 dB, -28.4 dB, and -20.5 dB. Notably, the 

right arrangement received fewer ambiguity signals because it 

was located close to the target, so it exhibited the best range 

ambiguity performance. 

Unlike the monostatic mode, the AASR in the bistatic mode 

reflected the gains attained on transmission and reception, 

which can be expressed as follows: 
 𝐴𝐴𝑆𝑅 = ∑ 𝐺 𝜃 (𝑛) 𝐺 𝜃 (𝑛) 𝑑𝜃 (𝑛)𝐺 𝜃 (0) 𝐺 𝜃 (0) 𝑑𝜃 (0) , 

(5)
 

where 𝜃  is the azimuth angle. 

Fig. 7 depicts the bistatic AASR based on the baseline. Simi-

lar to the RASR simulation, as the right side of the satellite gets 

closer to the left satellite, the AASR tends to respond in the 

same way as the monostatic AASR did, ultimately matching the 

monostatic AASR when the baseline reaches 0 km. Fig. 8 shows 

the results of the AASR for the three observation regions ob-

tained from the bistatic timing diagram. In the bistatic mode, 

the AASR was found to be -28 dB, with the left and right 

monostatic placements being -22 dB and -31 dB, respectively. 

Notably, since AASR is affected by changes in the azimuth pat-

tern near the angle at which the azimuth signal occurs, no sig-

nificant change was observed for any of the cases, even when the 

incidence angle changed. Furthermore, since the distance from 

the target was lesser for the right arrangement than for the left 

arrangement in the monostatic mode, the former attained a 

large azimuth angle. For this reason, the AASR of the right ar-

rangement achieved a lower value, as it received the signal from 

the small sidelobe of the antenna pattern. 

 

2. Resolution 

Similar to the monostatic mode, the bistatic SAR system res-

olution depends on the bandwidth of the antenna. However, in 

contrast to the monostatic mode, the bistatic mode considers 

the bistatic angle and aspect angle reflecting the positional rela-

tionship between two satellites instead of the incidence angle in 

the range direction, as considered by the monostatic mode. 
 𝜌 ≅ 𝑐2 𝑊cos 𝛽2 cos(𝜓), 

(6)
 𝛽 = sin 𝐵𝑟 𝑠𝑖𝑛𝛼 . (7)
 

Variations in the bistatic angle were directly affected by the 

baseline. Notably, the bistatic angle is often used as the angle 

that replaces the incidence angle in the bistatic SAR, as shown 

in Eq. (7). Fig. 9 presents the bistatic angle in terms of the angle 

of incidence when the baseline is fixed at 208 km. 

As shown in Fig. 10, the bistatic mode has a resolution of 6 m 

or less when the incidence angle is 30.4° or more. This indicates 

that the required performance is satisfied only for the observation 

areas in Cases 2 and 3 of Fig. 4. Furthermore, in the case of the 

monostatic mode, the ground range resolution was quite large in 

the forward arrangement (right placement), since the incidence 

 

Fig. 6. Range ambiguity ratio according to incidence angle (B = 208 km). 

 

Fig. 7. Comparison of bistatic AASR performance. 
 

 
Fig. 8. Azimuth ambiguity ratio according to incidence angle (B = 208 

km). 
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angle decreased significantly compared to the backward arrange-

ment (left placement), while the resolution value increased signifi-

cantly in the process of reflecting the ground range of the SAR. 

In addition, as the incidence angle increased, the sin(𝜃 )  and cos(𝛽/2)cos ( 𝜓) terms also increased, as a result of which 

improvements in the ground range resolution performances of 

both monostatic and bistatic SAR were observed. 

The bistatic azimuth resolution expressed in Eq. (8) reflects 

the ratio of the slant range of the transmitter to the slant range 

of the receiver [3], with 𝐿  being the size of the transmission 

satellite antenna. 
 𝜌 = 𝐿 𝑟𝑟 + 𝑟 . (8)
 

The results obtained by comparing the azimuth resolution 

performances of the monostatic SAR and bistatic SAR using 

Eq. (5) are shown in Fig. 11. It is observed that the bistatic SAR 

satisfies the required performance for all incidence angles and 

maintains the same azimuth resolution regardless of the location 

of the monostatic SAR. Furthermore, 𝑟  is larger than 𝑟 , 

which means that the bistatic azimuth resolution performs bet-

ter than its counterpart. It is further observed that as the inci-

dence angle increases, 𝑟  becomes longer and the azimuth reso-

lution value becomes lower. 

The NESZ, an indicator of sensitivity performance, investi-

gates the new variables arising from a bistatic SAR system oper-

ating two satellites—the distance between the two satellites and 

the gain of each transmitting/receiving antenna. Here, 𝑃  is the 

transmission power, 𝐺  is the transmission antenna gain, 𝐺  is 

the reception antenna gain, 𝜆 is the wavelength, 𝑘 the Boltz-

mann constant, 𝑉  is the satellite speed, 𝜏 is the pulse width, 𝑇  is the thermal noise, 𝑁𝐹 is the constant noise, 𝐵𝑊 is the 

transmission bandwidth, and 𝐿  is the system’s total loss. 
 𝑁 = (𝑘𝑇 )(𝑁𝐹)(𝐵𝑊)𝐿 , (9)
 

𝑁𝐸𝑆𝑍 = 4(4𝜋) 𝑟 𝑟 𝑟 + 𝑟 𝑉 cos 𝛽2 cos(𝜓) 𝑁𝜆 𝐺 𝐺 𝑐𝜏𝑃 (𝑃𝑅𝐹) . (10)
 

The slant range of the two satellites was obtained from 𝑟 𝑟 𝑟 + 𝑟 , while their ground range was estimated using cos cos(𝜓). Because the radiation center axes of the two 

satellites were different, the transmission gain and reception 

gain were separately calculated to account for this difference. Fig. 

12 shows the NESZ calculation results for the three observation 

areas obtained using the bistatic timing diagram. 

All three bistatic modes achieved a value of -20 dB or less. 

Moreover, in the case of the monostatic satellite, the slant range 

of the transmitter was large—about 1 dB larger than that of the 

bistatic mode. In contrast, since the slant range was short in the 

bistatic mode, its sensitivity performance was better. 

IV. CONCLUSION 

This paper analyzed the performance of a bistatic SAR sys-

tem for two parallelly flying satellites, as well as the performance 

 
 

Fig. 11. Azimuth resolution.

 

Fig. 9. Bistatic angle. 

 

Fig. 10. Ground range resolution. 
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achieved utilizing a monostatic mode satellite operating in 

backward and forward directions. In the case of the bistatic 

mode, when the PRF was 14,400 Hz, a baseline of 208 km was 

set to guarantee the maximum swath width of the SAR system. 

Furthermore, the observation area was divided into three sep-

arate cases for performance analysis. The results showed a 

ground range resolution of less than 6 m for Cases 2 and 3 of 

Fig. 4, while the azimuth resolution of all cases met the targeted 

performance. In addition, while the NESZ and RASR of all 

cases satisfied the expected performance, the AASR produced 

satisfactory results only for Cases 1 and 2.  

Since Case 2 satisfied the targeted value for all performance 

indicators, its values were determined as bistatic SAR system 

parameters. Therefore, for the monostatic operation, a perfor-

mance analysis was performed only on the observation area per-

taining to Case 2, as it was determined as the bistatic SAR sys-

tem. Furthermore, in the case of ground range resolution, the 

performance of the backward arrangement was 5.8 m—

significantly better than the 10.1 m of the forward arrangement.  

The azimuth resolution exhibited similar performance. In the 

case of NESZ, the forward arrangement was observed to be 

better, at -28.2 dB, due to its close slant range and small inci-

dence angle. Although the RASR differed significantly from the 

targeted performance at -10.2 dB in the backward placement, 

its performance remained below -22 dB in the case of the for-

ward placement, thus satisfying the target performance. Fur-

thermore, AASR satisfied the expected performance in both 

cases. Overall, when using an SAR system that meets the target 

performance of 10 m or less for range resolution, a forward ar-

rangement that exhibits overall good performance with regard 

to the indicators should be selected, while a backward arrange-

ment should be preferred in cases where more precise perfor-

mance is allowed for range direction ambiguity. These results 

confirm that when setting up a bistatic SAR system, the ground 

range resolution deteriorates with a decrease in the receiver’s 

distance from the target, but the ASR tends to improve. Fur-

thermore, optimized variables can be set based on a comparison 

of the bistatic and monostatic performances in this paper. 
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Table 1. Monostatic mode SAR system performance 

Mode 
 

Monostatic

Backward Forward

Ground range resolution (m) <5.8 <10.1

Azimuth resolution (m) 0.75 0.75

NESZ (dB) <-22 <-28.2

RASR (dB) <-10.2 <-22

AASR (dB) <-21 <-34

 

Table 2. Bistatic mode SAR system performance 

Mode Bistatic

Ground range resolution (m) <9.2

Azimuth resolution (m) <0.72

NESZ (dB) <-23.8

RASR (dB) <-16.5

AASR (dB) <-26.46

 

Fig. 12. NESZ. 
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I. INTRODUCTION 

In recent years, ultra-wideband (UWB) technology has gar-

nered significant attention owing to its remarkable capability for 

delivering high-resolution and precise positioning performance 

across a multitude of domains, including indoor positioning and 

radar systems [1]. UWB technology not only achieves centime-

ter-level precision through precise signal travel time measure-

ments but also adeptly manages multipath propagation, thereby 

enhancing overall accuracy [2]. 

Circularly polarized (CP) antennas play a critical role in 

UWB applications by effectively preserving signal quality and 

mitigating multipath interference [3–5]. Notably, coplanar 

waveguide (CPW)-fed slot antennas can be seamlessly integrat-

ed into printed circuit boards (PCBs), thus facilitating the seam-

less infusion of UWB technology into diverse electronic devices 

[6]. In the context of CPW-fed slot antennas, various approach-

es have been proposed in the literature to produce CP character-

istics. For example, one study achieved CP characteristics by 

employing symmetrical ground along with two inverse L-

shaped ground strips [7]. 

This work proposes a novel CPW-fed CP slot antenna de-

signed for UWB applications. In contrast to the approach em-

ployed in [7], the proposed antenna integrates a gamma-shaped 

monopole surrounded by an asymmetric ground equipped with 

gamma-shaped slits to achieve CP characteristics. Furthermore, 
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this work investigates antenna and system fidelity factors to 

evaluate UWB pulse distortion, which is a critical aspect in the 

realm of UWB technology [8]. 

II. DESIGN AND MEASUREMENT 

Fig. 1 illustrates the design and fabrication steps involved in 

creating the proposed antenna, including its final dimensions 

(unit: mm). All antennas were designed on an 18 mm × 18 mm 

FR4 substrate (𝜀r = 4.4, tanδ = 0.02, ℎ = 1.2 mm) and were 

excited by the CPW transmission line using a 50-Ω SMA con-

nector. 

Fig. 2 displays the reflection coefficient and axial ratio (AR) 

for each design step. The blue box represents the target operat-

ing frequency range (6.24–8.24 GHz) corresponding to UWB 

channels 5, 6, 8, and 9, with Ant.1 being a linearly polarized slot 

antenna designed for comparison purposes. To achieve circular 

polarization, Ant.2 incorporated asymmetric slots and a CPW 

ground, as shown in Fig. 1(b). However, its AR remained above 

3 dB within the 6.66–9.33 GHz range, thus failing to meet the 

target frequencies. To address this issue, in Ant.3, gamma-

shaped slits were added to the slot. Ant.3 achieved an AR below 

3 dB within the 6.31–8.14 GHz band. Furthermore, to opti-

mize the reflection coefficient and AR, the monopole shape was 

modified into a gamma shape in Ant.4. Consequently, the sim-

ulated reflection coefficients of the proposed antenna were 

found to be below -10 dB within the 5.74–9.18 GHz range, 

while the simulated AR was below 3 dB in the 6.14–8.52 GHz 

range, thus meeting the desired operating frequencies. Finally, 

the measured reflection coefficients of the proposed antenna 

remained below -10 dB above 6.10 GHz, while the measured 

AR was below 3 dB in the 5.70–8.50 GHz range, thus aligning 

with the target operating frequencies. The disparities between 

the measurement and simulation outcomes may be ascribed to 

inaccuracies stemming from fabrication and measurement pro-

cedures. 

Fig. 3 illustrates the current distribution in the proposed an-

tenna at 7.3 GHz. It is evident that the proposed antenna ex-

hibits right-handed circular polarization (RHCP) characteristics 

in the +z direction and left-handed circular polarization 

(LHCP) characteristics in the -z direction. 

Furthermore, Fig. 4 depicts the radiation pattern of the pro-

posed antenna in the xz- and yz-planes at two specific frequen-

cies (6.9 GHz and 7.6 GHz) within the target UWB channel. 

The measured RHCP and LHCP radiation patterns are ob-

served to be in close agreement with the simulation results of 

both planes. The simulated peak realized gains are recorded at 

2.69 dBic and 3.77 dBic at 6.9 GHz and 7.6 GHz, respectively, 

while the measured peak realized gains are slightly higher, 

measuring 2.85 dBic and 4.02 dBic at 6.9 GHz and 7.6 GHz, 

respectively. 

III. TIME-DOMAIN ANALYSIS 

This section analyzes the performance of the proposed an-

tenna in the time domain using the CST electromagnetic simu-

lator. The fidelity factors were computed by comparing the in-

   

(a) (b) (c) (d)

Fig. 1. Design and fabrication steps of the antennas: (a) Ant.1, (b) 

Ant.2, (c) Ant.3, and (d) Ant.4 (proposed). 

 

 

 
 

(a) (b) 

Fig. 2. (a) Reflection coefficient and (b) axial ratio. 

 

(a) (b) (c) (d)

Fig. 3. Current distribution of the proposed antenna at 7.3 GHz: (a) 0˚, 

(b) 90˚, (c) 180˚, and (d) 270˚. 
 

 

(a) (b)

Fig. 4. Radiation pattern of the proposed antenna: (a) xz-plane and (b) 

yz-plane. 
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put pulse with the radiated E-fields. Furthermore, to investigate 

circular polarization attributes, this study conducted a cross-

correlation analysis involving the input pulse and both the phi 

and theta components of radiated E-fields.  

Fig. 5 illustrates the antenna fidelity factor (AFF) in both 

planes, considering both phi and theta polarizations. In the xz-

plane, the AFF exceeds 0.9 for all angles in both polarizations. 

Meanwhile, in the yz-plane, the AFF is greater than 0.8 for all 

angles in the phi polarization, whereas it exceeds 0.8 for all 

angles in the theta polarization except for 270˚, where the fac-

tor is valued at 0.70. This relatively low AFF at 270° may be 

attributed to significant fluctuations in gain across the operat-

ing frequency range. 

Fig. 6 presents the normalized transmitted and received pulse 

signals, which were utilized to evaluate the system fidelity factor 

(SFF). For this purpose, two identical proposed antennas with a 

separation of 500 mm in both face-to-face and side-by-side 

configurations were arranged. The SFFs for the side-by-side 

and face-to-face setups were 92.5% and 98.4%, respectively. 

IV. CONCLUSION 

This letter introduces a novel CPW-fed CP slot antenna spe-

cifically designed for UWB applications. This antenna features 

innovative design elements, including an asymmetric ground 

equipped with gamma-shaped slits to achieve circular polariza-

tion and a gamma-shaped monopole to enhance reflection coef-

ficients. Meticulous design optimization enables the proposed 

antenna to demonstrate consistent performance within the de-

sired operating frequency range, which also aligns with UWB 

channels. The time-domain analysis shows good antenna fideli-

ty, while the radiation patterns closely match the simulation 

results. Therefore, the proposed antenna exhibits great promise 

for UWB applications, in turn contributing to advancements in 

wireless communication and positioning technology. 
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Fig. 6. Normalized transmitted and received pulse signals in the time 

domain: (a) side-by-side configuration and (b) face-to-face 

configuration. 
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Editorial Board of KIEES. All manuscripts should be submitted electronically through the online 

submission and review site (https://mc03.manuscriptcentral.com/jees). For the first submission, you 

may be required to create an account on the submission site. A manuscript can be submitted at 

any time of the year. When submitting a manuscript, authors need to make sure that their 



manuscripts do not provide any of their identities such as authors’ names and affiliations as the 

review is double-blinded. More detailed submission instruction is available in the upper right corner 

of the submission site. All manuscripts submitted to the Journal must comply with the instruction 

and the standard format of the Journal. Otherwise, it will result in return of the manuscript and 

possible delay in publication. For assistance, please contact us via e-mail (admin-jees@kiees.or.kr). 

 
IV. Peer Review Process
 The manuscript will be forwarded to three reviewers selected for their expertise in the field of the 

submitted manuscript. The acceptance criteria for all papers are based on the quality and originality 

of the research and its clinical and scientific significance. During the review process, the author is 

often asked to expand, rewrite, or clearly explain the specific contents of his/her paper. It is not 

uncommon that an author is asked to provide another draft with the suggested changes for 

further review. A revised manuscript should be submitted to the homepage within a month from 

the date on which any change of the manuscript is requested to the author. Once a manuscript 

has received the final approval of the reviewers and Editor-in-Chief, the author will be notified and 

asked to prepare the manuscript for final publication and to possibly complete an additional 

information form. 

 
V. Publication Type
 The papers are classified into five categories.

Regular Paper should be an original work that contributes to the academic interests of the KIEES 

members with technical values. The paper should also be written within 12 pages with A4 size 

including figures, charts, and tables (The main body of text consists of two columns). 

Letter consists of reports of preliminary results or short reports on completed work that are of 

current interest to many researchers in the field. Comments on material previously published in the 

journal, suggestions for new directions, and errata could be included. Their length must be less 

than 3 pages (with a two-column format) including paper title, author affiliation, reference, etc. 

Review Paper will be published by direct submission as well as from invited experts. In both cases, 

the work will be subject to editorial review. Review papers should critically review topics not only 

to inform the reader of the background, but also to communicate the state of the art and 

outstanding research problems. 

Technical Report is on innovative technical achievements of interest to the community and usually 

a report of an extensive series of measurements. Report is often involving display in the form of 

tables or graphs, with text describing the conditions and procedures of measurement.

Editorial is a brief report of research findings adequate for the journal’s scope and of particular 

interest to the community.

 
VI. Manuscript Preparation
 All manuscripts must be written in MS-Word and adhere to the following guidelines:

1. A cover of each paper manuscript should include a title, authors’ names (main author and 

co-authors), author’s organizations, contact information (e-mail and phone number), and the 

author’s area of expertise. 

2. The first page of a main text should only contain title, abstract with a length of about 150 

words, and key words with around five words.

3. The contents of the manuscript should be arranged in the order of abstract, main text, 

acknowledgments, references, and appendix.



4. The numbers corresponding to chapters in the manuscript should be written in Roman numerals 

(I, II, III, IV...) and the numbers corresponding to sections should be written in Arabic numerals (1, 2, 3, 4...).

5. Equation numbers should be given in Arabic numerals enclosed in parentheses on the right-hand 

margin. They should be cited in the text as, for example Eq. (1) or Eqs. (1)-(3).

6. All tables should be numbered consecutively with Arabic numerals. They should be referred to in 

the text and should be numbered according to their order of mention in the text. In addition, all 

tables should, not only list all abbreviations in the table in footnotes at the end, but also have a 

title that is concise and describes the table’s contents. Vertical lines are not used. The table should 

be self-explanatory and supplement, not duplicate, the text. If the table or any data therein have 

been published, a footnote to the table must give permission information to the original source. 

The structure should be clear, with simple column headings giving all units. A table should not 

exceed one page when printed. Use lowercase letters in superscripts a,b,c... for special remarks.

7. All figures should be of high quality meeting with the publishing requirement with legible 

symbols and legends. In preparing the figures, authors should consider a size reduction during the 

printing process to have acceptable line clarity and character sizes. Use only figures that are 

necessary to illustrate the meaning of the text. Figures must be black and white of high contrast. 

All figures should be referred to in the text as, for example, Fig. 1, Fig. 2(a), or Figs. 1-3.
8. Only those references cited in the text should be listed in the references. Authors are responsible for 

the accuracy and completeness of their references and the correct text citations. In the text the 

reference should be numbered in bracket in ascending order (e.g., [1, 3], or [4-6]; Lee [2] and Kim and 

Park [5]; Jang et al. [7]). In case of the paper title, only the first letter is to be capitalized. However, in 

case of journal and book titles, the first letter of each word should be capitalized and all of the letters 

should be italicized. If available, please include full DOI links in your reference list. See the example 

below.

 
Books

[1] F. Giannini and G. Leuzzi, Nonlinear Microwave Circuit Design. NewYork, NY: John Wiley & Sons Inc.,  2004.

Journals
[2] H. Ahn and B. Kim, "Equivalent transmission-line sections for very high impedances and their 

application to branch-line hybrids with very weak coupling power," Journal of Electromagnetic 

Engineering and Science, vol. 9, no. 2, pp. 85-97, 2009. https://doi.org/10.5515/JKIEES.2009.9.2.085  

Report

[3] E. E. Reber, R. L. Michell, and C. J. Carter, "Oxygen absorption in the earth’s atmosphere," Aerospace 

Corp., Los Angeles, CA, Tech. Rep. TR-0200 (4230-46)-3, Nov. 1988.

Conference Proceedings

[4] S. P. Bingulac, "On the compatibility of adaptive controllers," in Proceedings of the 4th Annual 
Allerton Conference on Circuit and System Theory, NewYork, pp. 8-16, 1994.

Papers Presented at Conferences

[5] J. G. Kreifeldt, "An analysis of surface-detected EMG as an amplitude-modulated noise," presented at 

the 8th International Conference on Medical and Biological Engineering, Chicago, IL, 1969.

[6] J. Arrillaga and B. Giessner, "Limitation of short-circuit levels by means of HVDC links," presented at 

the IEEE Summer Power Meeting, Los Angeles, CA, Jul. 1990.

Theses (M.S.) and Dissertations (Ph.D.)
[7] N. Kawasaki, "Parametric study of thermal and chemical nonequilibrium nozzle flow," M.S. thesis, De-

partment of Electronic Engineering, Osaka University, Osaka, Japan, 1993.
[8] J. O. Williams, "Narrow-band analyzer," Ph.D. dissertation, Department of Electronic Engineering, Har-
vard University, Cambridge, MA, 1993.

Standards
[9] IEEE Criteria for Class IE Electric Systems, IEEE Standard 308, 1969.



Online Sources
[10] R. Bartle, "Early MUD History," Nov. 1990; www.ludd.luth.se/aber/mud-history.html.

9. When citing any paper published in JEES, it should be indicated the name of the journal as 
Journal of Electromagnetic Engineering and Science or J. Electromagn. Eng. Sci.
10. Acknowledgment, if needed, appears before the reference. Sponsorship or financial support 
acknowledgment should be included here. 
11. Unit and Abbreviation: If the authors describe length, height, weight, and volume, they should 

use standard metric units. Temperature should be given in degrees Celsius. All other units should 
follow the International System of Units (SI). All units must be preceded by one space except 
percentages (%) and temperatures (°C).
 Abbreviations must be used as an aid to the reader, rather than as a convenience of the author, 
and therefore their use should be limited. Generally, abbreviations that are used less than 3 times 
in the text, including tables and figure legends, should be avoided. Standard SI abbreviations are 

recommended. Other common abbreviations are as follows (the same abbreviations are used for 
plural forms): h (hour), min (minute), s (second), d (day), wk (week), mo (month), y (year), L (liter), 
mL (milliliter), μL (microliter), g (gram), kg (kilogram), mg (milligram), μg (microgram), ng 
(nanogram), pg (picogram), g (gravity; not g), nm (nanometer), μm (micrometer), mV (millivolt), mA 
(milliampere), mW (milliwatt), C (coulomb), μF (microfarad), mH (millihenry), n (samplesize), SD 
(standard deviation of the mean), and SE (standard error of the mean).
 

VII. Accepted Manuscript
 Once the review process has been completed with a decision of acceptance, the final manuscript 
accommodating all of the reviewers’ comments should be submitted along with photos of the 
authors and their brief biographies (including major research areas). The accepted papers will be 

published, in principle, in the order of initially submitted dates subject to decision of the Editorial 
Board.

1. Page Proofs 

 Authors will be given an opportunity to review the laser printed version of their manuscripts 
before printing. One set of page proofs in PDF format will be sent by e-mail to the corresponding 
author. The review should be solely dedicated to detecting typographical errors.

2. Publishing Charge

 The publishing charge for general publishing is KRW 450,000 (US$450) for up to the first 6 pages. 

For 7 to 8 pages, an extra charge of KRW 120,000 (US$120) per page, and for 9 pages or more, 

an extra charge of KRW 160,000 (US$160) per page. Furthermore, the KIEES charges extra KRW 

100,000 (US$100) for the paper acknowledging a financial support from an institution, in addition 

to the above mentioned page charge. Twenty reprints without a cover will be supplied without an 

additional charge.
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Editorial office of the Korean Institute of Electromagnetic Engineering and Science

217, Saechang-ro, Yongsan-gu, Seoul, 04376, Korea

Tel: +82-2-337-9666/332-9665  Fax: +82-2-6390-7550

http://www.jees.kr, E-mail: admin-jees@kiees.or.kr
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1st Call for Papers

CONFERENCE TOPICS

IMPORTANT DATES

The 29th International Symposium on Antennas and Propagation (ISAP 2024) will be held on November 5~8, 2024, 
at Songdo Convensia, Incheon, Republic of Korea. We are pleased to host an excellent forum for academic and 
industrial participants at all career stages worldwide. We also convince ISAP 2024 must be a perfect opportunity 
to exchange new technical/scientific achievements, demonstrate state-of-the-art technology, and establish and 
strengthen professional cooperation networks in antennas, propagation, electromagnetic wave theory, and related 
fields. We, the Local Organizing Committee of ISAP 2024, are delighted that ISAP will be held again in Republic of 
Korea after 2005 (Seoul), 2011 (Jeju), and 2018 (Busan). We hope you will enjoy the Symposium in Incheon, the city of 
unique tourism resources.

A. Antennas
Antenna Theory and Design
Small Antennas and RF Sensors
Antennas for Mobile, and V2X Applications
Broadband and Multi-band Antennas
Active, In-package, and On-chip Antennas
Adaptive and Reconfigurable Antennas
Additive Manufacturing 
Array Antennas
Reflectarrays and Transmitarrays
Antenna Measurements
Millimeter-wave, THz, and Optical Antennas
HF/VHF Antennas
Reflector, Lens, and Radomes
Antennas with Periodic Structures
Other Antenna-related Topics

C. Electromagnetic-wave Theory
Electromagnetic Theory
Computational and Numerical Techniques
Scattering, Diffraction, and RCS
Inverse and Imaging Techniques
Metamaterials, Metasurfaces, and Artificial Materials
Periodic Structures
Nano-electromagnetics
Other EM Theory-related Topics

Paper Submission Deadline
May 31, 2024

Notification of Acceptance
July 26, 2024

Early-bird Registration
September 20, 2024

B. Propagation
Propagation Theory and Models
Millimeter-wave, THz, and Optical Propagation
Machine-to-machine/Infrastructure Propagation
Channel Sounding and Channel Estimation
Radar, DOA, Localization, and Sensing
Propagation for Vehicular Communications
Terrestrial, Earth-space, and Ionospheric Propagation
Propagation Measurement Techniques
Other Propagation-related Topics

D. AP-related Topics
Passive and Active Components
Reconfigurable Intelligent Surfaces
Antenna Systems for Mobile(5G, B5G, and 6G) Communications
MIMO, Diversity, and Their Applications
Broadcasting and Receiving Technologies
Wireless Power Transfer Technologies
Wearable Device Networks and Medical Applications
Sensor Networks and Adhoc Systems
RFID and Applications
EMC/EMI Technologies
Satellite and Military Applications
Machine Learning and Artificial Intelligence
Other AP-related Topics

isap2024.org

Organized by

Supported by

Technically Co-Sponsored by

Organized by

Supported by

Technically Co-Sponsored by
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November 5 / Tue. ~ 8 / Fri. , 2024 | Songdo Convensia, Incheon, Republic of Korea

Only original papers are solicited that have not been 
presented previously and that describe new contributions 
in the area suggested in the Conference Topics. Each 
author is requested to prepare a 2-page camera-ready 
paper in 2-column and written in English, including all 
texts, references, figures and photographs. Please refer 
to the paper preparation instruction via the ISAP 2024 
Website (www.isap2024.org).

Incheon is a major port city of Korea and home to the 
Incheon International Airport. As a free economic zone, 
Incheon plays a pivotal role in logistics, business, and 
leisure sports in Northeast Asia. The Songdo international 
business district of Incheon specializes in international 
finance, trade, and the knowledge-based industry.

An online paper submission window will be opened in 
ISAP 2024 website. Submitted papers will be assessed in 
a single acceptance/rejection review process. Presented 
papers will be submitted to IEEE Xplore® if the authors 
choose submission to Xplore during the final submission 
process. Compliance with the IEEE format and publication 
standards is mandatory in this case. 



Welcome to APMC 2025
The 37th  Asia-Pacific Microwave Conference (APMC) will be held on November 4-7 in Jeju, Korea. Since the first 
conference held in 1986, APMC has been serving as the largest microwave event of its kind in the Asia-Pacific region 
for nearly 40 years. We are pleased to host APMC again back in Korea after the three past meetings held in Korea (1985, 
2003, 2013). 

We firmly believe APMC 2025 will serve as a perfect opportunity for researchers from both academia and industry to 
exchange new technical and scientific achievements in the frequency ranges of microwave, millimeter-wave, terahertz, 
and beyond. It will also contribute to promoting solid networks between participants from all over the world. We hope 
you will visit and enjoy APMC 2025 in the beautiful island of Jeju.

Nov 4 (Tue) - 7 (Fri), 2025
Jeju Island, Korea

2025 ASIA-PACIFIC 
MICROWAVE CONFERENCE

Organizer Technical Sponsors



Jeju is the foremost island in Korea in terms of size and 
unique climate. The island province consists of Jeju and 
its adjacent islands. Geographically, its relative isolation 
from the mainland resulted in a unique dialect and 
lifestyle of its own. The natural beauty of Mt. Hallasan 
and the surrounding sea make Jeju an ideal resort 
island. In recent years, Jeju has been awarded multiple 
times by global organizations. The island contains the 
natural World Heritage Site Jeju Volcanic Island and 
Lava Tubes. Jeju Island is UNESCO’s only triple-crown 
winner for World Natural Heritage, Global Geopark, and 
Biosphere Reserve. It is also renowned for its beautiful, 
pristine environment and has been designated as one 
of the New 7 Wonders of Nature. With the 21st century’s 
arrival, Jeju City is transforming itself into irreplaceable 
tourist area.
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AUTHOR CHECKLIST 
 

Title :                                                                                   

 
General  
□ This paper has not been and will not be published in any other journal.  

□ This paper follows the format of the KIEES paper submission guideline, is less than 12 pages long, including figures 

and tables (3 pages for a letter), and has a two-column layout. 

□ This paper includes a cover page, an abstract, keywords, main text, appendix, and references in the correct order. 

Each page has a consecutive page number.  

 
Cover page 
□ The cover page includes the title, authors, affiliation of all authors, identifier of the corresponding author, and provides 

contact information for the corresponding author (phone number, e-mail address, and mobile number).  

 
Abstract and key words 
□ An abstract is provided and is less than 500 words long.  

□ Fewer than 5 keywords are provided. 

 
Main text 
□ The reference number is written next to the quote.  

□ The chapter numbers are written in Roman numerals (I, II, III, IV…) and subheading numbers are written in Arabic 

numerals (1, 2, 3, 4…).  

 
References 
□ Sufficient Korean as well as international literature is referenced in the paper.  

□ Only the references used in the main text are included in the reference list and these are numbered according to their 

order of appearance. 

□ All reference citations follow the correct format indicated in the submission regulations. 

 
Figures and tables 
□ For the figures and tables, the first letter of the very first word is capitalized.  

□ All figure legends include both a title and a detailed explanation to help in understanding what the figure depicts.  

□ All tables are self-explanatory and do not repeat the content from figures or sources included in the main text.  
* Check each box after confirming that the statement is true.  

 
The authors of this paper have confirmed the above items, following the paper submission regulations of the Korean 

Institute of Electromagnetic Engineering and Science (KIEES), and are requesting publication of this paper.  

 

                       

                                                                                  /       / 2024 

Representative author: ____________________ (signature) 
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